
Emergent disorder and sub-ballistic dynamics in quantum simulations of the Ising
model using Rydberg atom arrays
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Rydberg atom arrays with Van der Waals interactions provide a controllable path to simulate
the locally connected transverse-field Ising model (TFIM), a prototypical model in statistical me-
chanics. Remotely operating the publicly accessible Aquila Rydberg atom array, we experimentally
investigate the physics of TFIM far from equilibrium and uncover significant deviations from the
theoretical predictions. Rather than the expected ballistic spread of correlations, the Rydberg simu-
lator exhibits a sub-ballistic spread, along with a logarithmic scaling of entanglement entropy in time
— all while the system mostly retains its initial magnetization. By modeling the atom motion in
tweezer traps, we trace these effects to an emergent natural disorder in Rydberg atom arrays, which
we characterize with a minimal random spin model. We further experimentally explore the different
dynamical regimes hosted in the system by varying the lattice spacing and the Rabi frequency. Our
findings highlight the crucial role of atom motion in the many-body dynamics of Rydberg atom
arrays at the TFIM limit, and propose simple benchmark measurements to test for its presence in
future experiments.

Unprecedented control of Rydberg atoms in tweezer
traps present a unique opportunity to physicists to pre-
pare fundamentally interesting and technologically useful
quantum states of matter [1–8]. A particularly intriguing
aspect of Rydberg atom arrays interacting with Van der
Waals (vdW) interactions is the possibility of realizing
the prototypical model of quantum statistical mechan-
ics: the transverse field Ising model (TFIM). Besides
exhibiting a quantum phase transition [9], TFIM also
has rich behavior when driven out of equilibrium [10–
16]. One nonequilibrium behavior of TFIM is the bal-
listic spread of correlations when it is quenched, which
originates from the constant propagation speed of the
excitations generated due to the quench [12]. This also
leads to a volume-law entangled state with a linearly in-
creasing entanglement entropy in time [17]. Here we re-
port on the experimental observation of instead a sub-
ballistic propagation in a one-dimensional Rydberg atom
array under a quench [Figure 2(a)], which subsequently
generates sub-volume law entangled states with logarith-
mic increase of entanglement entropy in time against the
theoretical prediction. One might think that this behav-
ior could originate from the constrained kinematics due
to Rydberg blockade [6]. However at the TFIM limit we
are never within the blockade radius, a/Rb ≥ 1 where

Rb =
(
C6/

√
Ω2 +∆2

)1/6
[18], which casts the TFIM

limit as a different regime of Rydberg atom arrays from
the PXP model limit [6]. Our tensor network simula-
tions instead, trace this unexpected phenomenon to the
motion of atoms that are trapped in tweezers, Fig. 1.
Due to finite temperature, T ∼ 15µK [18], atom motion
gives rise to emergent disorder breaking the Z2 symme-
try in the TFIM in the wake of a sudden quench. We
then detect localized and thermal regimes in which the
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Figure 1. A measurement sequence on Aquila atom array
trapped in tweezers with all atoms in the ground state at
t = 0 evolving to the final state measured at t = 3µs. The
machine images, provided by QuEra Computing, shows our
lattice geometry and the pulse sequence of the experiment
where the Rabi frequency Ω and the detuning ∆ are suddenly
quenched, i.e., ramped in 50ns. Due to thermal fluctuations,
atoms move inside the traps which gives rise to a positional
uncertainty δr.

initial magnetization is either retained or lost, accompa-
nied by a logarithmic or fast increase in quantum Fisher
information (QFI), respectively. Inspired by the experi-
mental data, we introduce a minimal random spin model
to describe the physics of the Rydberg atom array when
it is mapped to TFIM, which can be utilized in future
theoretical studies.

We emphasize the consequences of atom motion hav-
ing a role in many-body dynamics: Effective Z2 sym-
metry breaking in anti-ferromagnetic TFIM prevents the
formation of spontaneous ferromagnetism at the top of
the spectrum, |ψFM⟩± ∝ |↑↑ · · · ↑⟩ ± |↓↓ · · · ↓⟩. Hence,
the prevalent idea of utilizing sudden quenches, instead
of slow ramps, to probe spontaneous symmetry breaking

ar
X

iv
:2

41
1.

13
64

3v
1 

 [
qu

an
t-

ph
] 

 2
0 

N
ov

 2
02

4



2

Experiment Simulation w/ atom motion
(a) (b)
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Figure 2. (a) Measured and (b) simulated lightcone of quasi-
particles generated following a quench to Rabi frequency
Ω = 2.2 rad/µs at the TFIM limit. The lightest quasi-particle
velocity substantially decreases due to atom motion following
a sub-ballistic lightcone. (c) Measured and simulated mag-
netization M(t) and domain-wall density G(t) compared to
the ideal simulation. (d) Upper panel: Simulated bi-partite
entanglement entropy S(t) with (red-diamonds) and without
(black-solid) atom motion. The green-dashed line is a log-
arithmic fit showing the sub-volume law character of S(t).
Lower panel: Measured and simulated quantum Fisher infor-
mation density exhibiting also a logarithmic scaling in time
(marked with solid-gray), compared to a power-law scaling in
the ideal system (dotted-cream). All error bars are standard
error of the mean (s.e.m).

(SSB) phase transition in Ising models [13, 14, 19, 20]
is actually not attainable in current Rydberg simulators
due to significant atom motion in many-body dynam-
ics. Nonetheless, we find a trace of the SSB transition of
TFIM in the time-averaged magnetization and domain-
wall density, with Z2 symmetry explicitly broken.

Experimental setup. We remotely operate Aquila Ry-
dberg atom array designed by QuEra Computing [18].
Figure 1 shows the rectangular ring geometry of our
setup with 9µm distance between 28 atoms, and the
quench protocol. Periodic boundary conditions enhance
data quality by providing protection against edge ef-
fects and enabling faster statistics in many-body physics.
The technical details and limitations of the setup can be
found in Aquila whitepaper [18]. The Rydberg simulator
Hamiltonian can be mapped to the spin−1/2 mixed-field
Ising model with vdW interactions [4, 21, 22],

H(t) = J

L∑
r

σz
rσ

z
r+1 +

J

26

L∑
r

σz
rσ

z
r+2

+

L∑
r

hx(t)σ
x
r −

L∑
r

hz(t)σ
z
r , (1)

with periodic boundary conditions and system size L.
The interaction strength, transverse and longitudinal
fields read

J =
C6

4a6
, hx(t) =

Ω(t)

2
, hz(t) =

1

2
(∆(t)−∆ising),(2)

in terms of the experimentally tunable parameters Rabi
frequency Ω(t), detuning ∆(t), the atom distance a,
and the Rydberg interaction coefficient C6 = 5.42 ×
10−24 Hz m6. When the detuning is set to ∆ising =
4J

(
1 + 1

26

)
— a threshold value that guarantees hz(t) =

0, we achieve the TFIM limit. We start the quench pro-
tocol from a polarized state, e.g., |↓↓ · · · ↓⟩, i.e., all atoms
are in their ground states on a Rydberg simulator at de-
tuning ∆ = −10.34 rad/µs. Then we quench both de-
tuning and Rabi frequency simultaneously to the TFIM
limit, i.e., ∆ = 10.34 rad/µs and Ω ≤ 15.7 rad/µs, in
50ns and hold the system until the measurement time
t ≤ 4µs. We compute the averaged connected equal-time
correlators Gconn

r (t) = 1
L

∑
iG

conn
i,r (t) where Gconn

i,r (t) =
⟨σz

i (t)σ
z
i+r(t)⟩−⟨σz

i (t)⟩⟨σz
i+r(t)⟩ in order to determine the

lightcone dynamics, in addition to the time-evolved mag-
netization M(t) := 1

L

∑
i ⟨σz

i (t)⟩ and domain-wall den-

sity G(t) := 1
L

∑L
i ⟨σz

i (t)σ
z
i+1(t)⟩ to probe the Z2 sym-

metry breaking and the dynamical regimes. We com-
pute the fluctuations of normalized total magnetization
L
2M(t) with FQ(t)/L = L

(
⟨M(t)2⟩ − ⟨M(t)⟩2

)
, which

is also the QFI of the generated dynamical pure state in
the unitary numerical simulations, and indirectly probes
the entanglement [23]. When we compute FQ(t)/L for
the experimental data, it acts as an upper bound to the
actual QFI of the dynamical state [24].

Sub-ballistic spread of correlations and entanglement
dynamics. Since the interactions are anti-ferromagnetic
in the Rydberg atom array, a quench from |↓↓ · · · ↓⟩ ex-
cites the many-body system to the high energy states.
In ideal conditions, this quench protocol would give rise
to a linear lightcone probed by Gconn

i,r at any i due
to translational invariance as computationally confirmed
with time-evolving block decimation (TEBD) algorithm
in tensor networks [25], see SM [26]. Consequently the
entanglement entropy of the dynamical state increases
linearly in time, black-solid in Figure 2(d), a signature
of the entangled pairs of quasi-particles generated due to
quench [17]. In this dynamical regime, M exponentially
decays to zero in time [12], whereas G remains larger
than 1/2 in long-time limit [14], Figure 2(c) showing that
the initial magnetization is eventually lost, and the dy-
namically generated state always has a finite domain-wall
density.

The lightcone Gconn
r (t) computed with the experimen-

tal data in Figure 2(a) after readout-error mitigation
[26] demonstrates a sub-ballistic spread of correlations,
instead of ballistic, for a quench from polarized state
to hx/J = 0.43 (or Ω ∼ 2.2 rad/µs at a = 9µm).
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To determine the origin of this behavior in the many-
body dynamics, we simulate the Rydberg atom array
Hamiltonian on tensor networks [25] and model the er-
ror sources including atom motion, spatial detuning fluc-
tuations, shot-to-shot fluctuations in the detuning and
Rabi frequency. Atom motion is modeled with a nor-
mal distribution for the uncertainty in the atom positions
δr = 0.1µm determining the initial positions of atoms,
and Maxwell-Boltzmann distribution for the initial ve-
locities determined by the atom temperature 15µK. The
atom positions at later times are deterministically found
by solving the equations of motion for each atom indepen-
dently. See the End Matter for the details on the mod-
eling of other uncertainties. Unless stated otherwise, the
simulation results in the plots include all uncertainties.
Nevertheless, we find that the dominant mechanism un-
derlying our experimental observations is the atom mo-
tion [26]. The tensor network simulation given in Figure
2(b) reproduces the sub-ballistic behavior well, [see [26]
for temporal cross-sections with statistical error bars].
Ideally the quasi-particles would exhibit a ballistic light-
cone with a maximum speed of vc ∼ 40m/s which can be
analytically determined from vc ≃ 2Ωa if hx/J < 1[12],
shown with green and red in Figs. 2(a) and (b), respec-
tively. However, the quantum many-body dynamics slow
down under significant atom motion turning the spread
of correlations to sub-ballistic, with r ≃ 34.6t0.66, from
ballistic. This is successfully captured by the numerical
modeling in Fig. 2(b) with r ≃ 34.5t0.67. Hence, we find
that the simple theoretical picture painted above breaks
down on a Rydberg simulator due to atom motion. Let
us note that other uncertainties do not affect the bal-
listic behavior of the clean TFIM [26]. For this set of
parameters we are right at the blockade radius, which
could indeed lead to enhanced thermal fluctuations caus-
ing sub-ballistic lightcones. Given a decohering TFIM
would give rise to halting spread of correlations over time,
vc = 0, sub-ballistic spread is indeed a plausible trend in
the intermediate timescales.

Other observables follow suit. The numerically com-
puted entanglement entropy exhibits a sub-volume law
behavior with a logarithmic increase in time, Fig. 2(d).
Simulated QFI in Fig. 2(d) for unitary dynamics also ex-
hibits a logarithmic increase in time, and importantly it
successfully models the experimental FQ(t) and its tem-
poral scaling. An array with no atom motion would ex-
hibit a power-law increase of QFI in time, dotted line
FQ(t)/L ∝ t1.6. Hence the data demonstrates the role of
atom motion in the entanglement of the states generated
far from equilibrium. Remembering that the particular
FQ(t) we study here is a cumulative effect of all possi-
ble spatial correlations in the z−basis, the logarithmic
scaling is consistent with the sub-ballistic lightcone in
Fig. 2(a). Furthermore, the magnetization decays to a fi-
nite value, Fig. 2(c) implying that the many-body system
partially retains its initial condition. The domain-wall

density does not significantly differ from the ideal case.
This is because G(t) cannot differentiate between explicit
and spontaneous symmetry breaking.
Minimal random spin model. Inspired by these exper-

imental observations and to gain more insight about the
role of atom motion in many-body dynamics, we write
a minimal yet realistic many-body model for the TFIM
limit of the Rydberg atom arrays. This time-independent
model incorporates only the effect of atom motion into
the Hamiltonian with the uncertainty in the atom posi-
tions δr,

Heff =
∑
r

Jrσ
z
rσ

z
r+1 +

Ω

2

∑
r

σx
r −

∑
r

hrσ
z
r , (3)

Jr = N
(
1

4

C6

a6
,
3

2

C6δr

a7

)
, hr = N

(
0, 3

C6δr

a7

)
,(4)

where N (µN , σN ) stand for normal distribution with
mean µN and standard deviation σN . We observe that
the atom motion effectively introduces random disorder
to the HamiltonianW ≡ σN (hr)/µN (Jr) ∼ 12δr/a. Here
σN (hr) and µN (Jr) stand for the standard deviation of
hr and the mean of Jr. Although such disorder is always
present in Rydberg simulators, its effect is suppressed
and likely becomes insignificant in many-body dynam-
ics away from the TFIM limit where µN (hr) ≫ σN (hr)
holds.
To probe the dependence of disorder W on the lat-

tice spacing a, we quench to Ω ∼ 11.7 rad/µs at the
TFIM limit and vary only the lattice constant between
a = 6 − 10.5µm with the ratio a/Rb = 1 − 1.21 when
a increases. Fig. 3(a) panels show the QFI for select
lattice constants. We spot a large difference between
experiment and ideal simulations due to atom motion,
except at a = 10.5µm, (a4). At large atom distances,
QFI slowly increases to its maximum value with a good
match between simulations in the presence and absence
of atom motion. This suggests that the system ap-
proaches its clean limit W ∼ 0, as the lattice constant
increases, hx/J ≫ 1. At a = 7µm, (a1), the temporal
scaling of QFI is consistent with a logarithmic scaling
surpassing FQ/L = 1, and hence suggesting many-body
localization-like behavior [23, 27, 28]. Consistently, the
initial magnetization is mostly retained in the experi-
ment, Fig. 3(b1). In contrast, at a = 8µm in (a2), QFI
quickly increases to its maximum value in 0.2µs and re-
mains constant after both in numerics and experiment,
while the initial magnetization quickly decays to zero,
(b2). Hence, we bear witness to localized and extended
regimes in the quench dynamics of Rydberg atom arrays
due to atom motion.
In full simulations in Fig. 3, we keep the positional

uncertainty fixed at δr = 0.1µm, as this is experimen-
tally expected based on atom motion. However we find
for some lattice constants, even the full simulation does
not reproduce the experiment, e.g., at a = 7.5µm in (a3).
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(c)

(d)

(a1)

(a2)

(a3)

(a4)

(b1)

(b2)

Figure 3. Naturally disordered quantum many-body system
following a quench to Ω = 11.7 rad/µs at the TFIM limit
numerically and experimentally probed with (a) QFI and (b)
magnetization for different lattice constants. Panels (a): (a1),
(a2), (a3) and (a4) respectively plot the QFI for a = 7µm,
a = 8µm, a = 7.5µm and a = 10.5µm. Panels (b): (b1)
and (b2) respectively plot the magnetization for a = 7µm
and a = 8µm. For both (a) and (b), the legends include the
experiment, simulations with and without uncertainties, uti-
lizing the minimal model (MM) in Eq. (3). (c) The positional
uncertainty δr for different lattice constants in the MM and
the resulting disorder strength W. (d) Density of states in
MM for an open-boundary chain of size L = 14 at lattice con-
stants a = 6, 6.5, 8µm. All error bars are s.e.m. Error bars
for the MM simulations are due to 10 different statistically
similar systems with different configurations of Jr and hr.

This is a signature of physics laying beyond the capability
of current unitary simulations, e.g., decoherence [29]. In
order to phenomenologically capture such effects by the
minimal model, we treat δr in Eq. (3) as a fitting param-
eter. Hence, we determine a set of phenomenological δr
by fitting the magnetization fluctuations FQ/L of Eq. (3)
to those of experimental data at a fixed Rabi frequency,
given FQ/L is more susceptible to the changes in δr.
Consequently, we find that δr changes with lattice con-
stant, and maximizes at a ∼ 7.5µm, Fig. 3(c). Therefore,
the disorder parameter W of the minimal model exhibits
a nontrivial dependence on the lattice constant. It is not
a coincidence that where δr and W peak is also where
the full simulation fails the most. Our lack of knowledge
about the experimental time evolution contributes to the
disorder of the unitary minimal model.

We diagonalize Eq. (3) with determined W for L =
14, and examine the spectral statistics of the minimal
model by averaging over the ratio of consecutive energy
gaps ⟨r⟩ = ⟨min[En+1 − En, En − En−1]/max[En+1 −
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(a) (b)

Figure 4. Time-averaged (a) magnetization and (b) domain-
wall density to experimentally probe a trace of Z2 symmetry
breaking of spontaneous symmetry breaking transition at the
clean TFIM. Experiments are performed with quenches to
different Rabi frequencies Ω and hence transverse field hx at
the TFIM limit at fixed lattice constant a = 9µm. Orange-
stars are the simulated results with all uncertainties included.
Inset in (a) zooms on the crossover region. (b) also shows the
ideal TFIM results in the infinite time limit with red-dashed
line. All error bars are s.e.m.

En, En − En−1]⟩n where En is the nth eigenenergy [30].
The minimal model exhibits chaotic spectrum with ⟨r⟩ =
0.53 at a = 8µm, and nearly integrable spectrum with
⟨r⟩ = 0.408 at a = 6.5µm. We numerically observe in
Fig. 3(d) that the density of states of Eq. (3) peaks as
we increase the lattice constant, while the mini-bands
appear at a = 6µm.

Trace of SSB transition. Ferromagnetic TFIM with
vdW interactions, hz = 0, hosts an SSB transition be-
tween an SSB ferromagnet and a paramagnet at hqcp =
1.027J . Meanwhile G(t) in the thermodynamic limit and
infinite time exhibits a discontinuity at the SSB transi-
tion of ferromagnetic TFIM signalling the transition in
the wake of a quench [14]. The same physics holds in
the anti-ferromagnetic TFIM: Following a quench from
a polarized state to any hx, time-averaged magnetiza-
tion is |M(t→ ∞)| = 0. Whereas G(t→ ∞) > 1/2
and G(t→ ∞) = 1/2 for a quench to hx < hqcp and
hx ≥ hqcp, respectively, as depicted with red-dashed lines
in Fig. 4(b).

The disorder already breaks the Z2 symmetry, lead-
ing to finite magnetization in time when we quench to
hx < hqcp, as in Fig. 2(d), instead of an exponential
decay to zero [12]. We use this signature to define an
order parameter-like quantity based on the time-average
of experimental magnetization |M(t)| and domain-wall
density G(t) between [0, 4]µs, and plot these values in
Figure 4 with respect to Rabi frequency for two different
system sizes, L = 28 and L = 12, at fixed a = 9µm, and
hence at a fixed W ∼ 0.13. The magnetization exhibits
an experimental crossover at Ωc ∼ 5 rad/µs (with corre-
sponding crossover transverse-field hc ∼ J) between two
system sizes where |M(t)| > 0 is observed for hx < hc,
and |M(t)| ∼ 0 for hx ≥ hc, see inset in Fig. 4(a). |M(t)|
tends to increase (decrease) with increasing system size
in hx < hc (hx > hc) with hc ∼ hqcp. The crossover trend
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of |M(t)| is absent without the atom motion, even when
the time-averaging is performed in the experimental time
interval [0, 4]µs [26]. Meanwhile, the domain-wall density
reaches its minimum around hc with a value G(t) ∼ 0.4,
which undershoots 1

2 due to explicit Z2 symmetry break-
ing. These results show that it is possible to take on a
trace of Z2 SSB transition in an experimental data of a
disordered many-body system pushed out of equilibrium.

Conclusions and Outlook. Our work experimentally
demonstrates the remarkable effect of atom motion in
quantum many-body dynamics on a Rydberg simulator,
and provides a minimal model that captures these obser-
vations. This model can be used to predict the many-
body dynamics of Rydberg atom arrays under a protocol
that quenches the system to its TFIM limit. While differ-
ent disordered Ising models are present in the literature
[31–33], Hamiltonian Eq. (3) is yet to be fully explored
in theory. Importantly, can introducing decoherence to
the minimal model modify the predicted random disorder
profile with respect to atom distance? If decoherence is
responsible for the mismatch between full simulation and
experiment around a = 7.5µm, why chains with different
lattice spacings decohere differently, and whether the ef-
fect of decoherence is maximized due to a nonequilibrium
criticality [29] are interesting questions to answer in the
future.

TFIM limit is rather a fine-tuned point on a Ryd-
berg atom array, which explains the importance of atom
motion in many-body dynamics at this limit. Our re-
sults imply more generally the fine-tuned points in other
platforms [34–36], can be susceptible to particle mo-
tion. While we exclusively discussed ferromagnetic ini-
tial states due to simplicity, the atom motion also domi-
nates for quenches from Neel states, and possibly for slow
ramps, to the low energy sector of the Ising Hamiltonian.
This suggests that more advanced cooling techniques are
needed to faithfully realize Ising models with only trans-
verse field on Rydberg simulators. Alternatively, it is an
interesting question to ask whether one can synchronize
the atoms in tweezers [37] to combat the emergent disor-
der. Our work sets simple benchmarking experiments far
from equilibrium with spatio-temporal spread of correla-
tions, quantum Fisher information, magnetization and
domain-wall density to test whether the atom motion is
sufficiently suppressed in quantum many-body dynamics.
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End Matter. Here we explain in detail the data collec-
tion and processing on Aquila. We calibrate our mea-
surements before any many-body measurement by doing
a two-photon resonance experiment on a collection of in-
dependent atoms on 2D geometry. In this experiment, we
suddenly quench the Rabi frequency from 0 to the desired
Rabi frequency, Ω, keep the detuning constant at a value
∆ and make a measurement at time tπ = π/Ω. We re-
peat the same measurement for different detuning values,
and obtain the experimental excitation probability with
respect to detuning. The excitation probability can be
analytically derived via quantum optics techniques [38],

Pe(∆) =
Ω2

Ω2 +∆2
sin2

(√
Ω2 +∆2

tπ
2

)
.

We fit our experimental data to Pe(∆) to find the sys-
tematic global detuning shift and the calibrated Rabi fre-
quency. All reported values in the Letter are calibrated
values. We then correct for the systematic detuning shift
in all many-body measurements done in the same day.
Let us emphasize the importance of the calibration ex-
periment before many-body measurements at the TFIM
limit. Since TFIM limit is a fine-tuned point in detun-
ing, it is crucial to correct for this systematic uncertainty
rather than modeling it in numerics.
Calibration experiment also provides us 1-σ deviation

from the measured values. We apply bootstrap technique
[39] to first observe the emergence of normal distribution
for calibrated Rabi frequency and detuning, and then to
extract 1-σ deviation. The latter is used in numerical
modeling of Rabi frequency and detuning fluctuations
from shot-to-shot. We also locally apply bootstrap tech-
nique to each atom to determine the spatial detuning
profile across the many-body chain, and find that this is
roughly sinusoidal across the array [26]. Based on this
method, we find negligible differences in the Rabi fre-
quency of the atoms, and hence we do not include spatial
variations in Rabi frequency in our numerical modeling.
We apply error mitigation to the many-body data with

confusion matrices derived for one- and two-body observ-
ables incorporating the readout errors [26, 40]. In ad-
dition to that, we postselect the final bit strings based
on the correct initial state, which is the state where all
atoms are in their ground state. Occasionally the ma-
chine starts from a wrong initial state, or pre-sequence
imaging has errors. We omit final bit strings from such
experiments.
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Supplementary Material: Emergent disorder and sub-ballistic dynamics
in quantum simulations of the Ising model using Rydberg atom arrays
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I. TEMPORAL CROSS-SECTIONS ON LIGHT CONE

In most of the many-body experiments, we collect 200 bit strings at each time. Due to post-selection based on
the correct initial state, the number of useful bit strings reduces to around ∼ 160 with a high enough post-selection
rate. Hence the sampling number affects the standard error of the mean (s.e.m). The typical s.e.m. in the light cone
figures is on the order of ∼ 0.03, see Figs. S1. This is the reason why we set the colorbar in the light cone figures
to 0.03, which is our experimental resolution. The numerical modeling match the experimental data well within the
error bars.

II. SPATIAL DETUNING FLUCTUATIONS

As already explained in End Matter, we find the spatial profile of the detuning fluctuations via bootstrapping each
atom individually. We do not find significant changes of this profile over multiple experiments performed over a period
of 4 months. Figure S2 shows this profile over the many-body chain of 28 atoms with 9 µm distance between each
atom. This profile can be approximated to be periodic, and hence acts like a shallow superlattice potential on the
atoms. Our full numerical simulations take this spatial detuning profile into account.

III. DETAILS OF THE NUMERICAL MODELING ON TENSOR NETWORKS

We consider atom motion, spatial detuning profile, shot-to-shot fluctuations in the detuning and Rabi frequency
in our numerical modeling. When atom motion is not considered in tensor network simulations, the sub-ballistic
behavior in the light cones and the saturation of the magnetization over time observed in the experiment cannot be
explained. Fig. S3 shows the experimental data against the numerical modeling without atom motion. Let us note
that the shot-to-shot fluctuations are modeled by normal distribution. Hence it is reasonable to expect their effect
on the final results, averaged over many bit strings, to be negligible, which is what we also observe in numerics [not
shown]. Spatial detuning profile has a non-negligible effect, and indeed exhibits a slowing down of the magnetization
decay, however we still do not observe a saturation as visible in experimental data. More importantly, the light cone
without atom motion does not exhibit a sub-ballistic spread of correlations. Rather the propagation of correlations is
still ballistic with a renormalized speed, v′c = 29.1 m/s. This is straightforward to understand as the spatial detuning
profile simply imprints a superlattice potential on the emergent quasi-particles of the many-body system, modifying
the correlation speeds rather than the nature of it.

IV. QFI AT DIFFERENT LATTICE SPACINGS

Here we share the entire set of QFI data for lattice spacings a = 6, 6.5, 7, 7.5, 8, 10.5µm in Fig. S4 where the full
simulation also uses the fitted positional uncertainty δr, different from the simulation results discussed in the main
text. Here we choose the utilize the fitted positional uncertainty in the full simulation to show the match between full
and minimal model simulations when δr is fixed to the same value. Hence the minimal model is a good approximation
to the Rydberg Hamiltonian at the TFIM limit in the presence of the atom motion when all parameters are taken to
be the same.
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Figure S1. Temporal cross-sections of Gconn
r (t) at different times between t = 0.5µs and t = 4µs for the light cone plotted in

main text, Figure 2(a). Experiment (solid-blue) and simulation with atom motion (orange-stars) match well.

Figure S2. Spatial detuning profile on a 28 atom periodic chain. The profile is roughly periodic across the chain, and should
be considered as a long-wavelength fluctuation of the detuning on the set global detuning value.

V. IDEAL TIME-AVERAGED OBSERVABLES IN EXPERIMENTAL TIME INTERVAL

Here we share the simulations of time-averaged magnetization and domain-wall density averaged between [0, 4]µs
omitting the atom motion, hence in ideal conditions, Figure S5. The tensor network simulations are still performed
for the Rydberg atom array, and they take into account the next-nearest neighbor interactions. Note that these
observables in the clean TFIM exhibit strong finite-size effects in their time evolution as revivals, as already seen in
Figure 3(b1) in the main text. Hence, the time average over [0, 4]µs actually also averages over such finite-size effects.

Specifically we observe the tendency of magnetization to smoothen around the critical point, Ω ∼ 5 rad/µs as the
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(a) (b)
Light cone w/o atom motion  
w/ spatial detuning profile

Ideal simulation  
ballistic light cone(c)

Figure S3. Numerical modeling without atom motion. (a) Magnetization with atom motion is black as in Letter, without atom
motion, but with spatial detuning profile, is depicted with orange, cannot capture the saturation in later times. (b) Light cone
without atom motion but with spatial detuning profile does not exhibit a sub-ballistic behavior, rather the ballistic propagation
continues with a renormalized correlation speed (white-solid). (c) Ideal simulation exhibits the theoretically expected ballistic
light cone.

system size increases, in contrast to the experimental data (see main text) and the full simulation with atom motion
(yellow-stars), which sharpen around the critical point. This is expected, as the infinite-time and thermodynamic limit
response in ideal conditions is featureless, the pink-dotted line in (a). Hence, we observe once more the important role
of atom motion in modeling the experiment and capturing the correct physical interpretation behind the experimental
data. Fig. S5(b) shows the tendency of the domain-wall density to sharpen around the critical point as the system size
increases in the ideal conditions. This is a reason why this quantity was proposed to probe the quantum critical point
of TFIM in the first place [14]. However as already shown in the Letter, Figure 3, the longitudinal field generated
by the atom motion at the TFIM limit causes the domain-wall density to undershoot G(t) = 1/2. Experimental data
also looks smoother compared to the data in ideal conditions, which we attribute to the presence of significant atom
motion.

VI. EMPLOYED ERROR MITIGATION TECHNIQUE

Perhaps the most important uncertainty in the Aquila Rydberg atom simulator is the readout errors of the final
bit strings. Let us define pi→j as the probability of state |i⟩ to be measured as state |j⟩ where i, j = 0, 1. Naturally,
pi→i + pi→j = 1 for j ̸= i. For Aquila, p0→1 = 0.01 and p1→0 = 0.05.

A confusion matrix C encodes all readout errors. For example, C for one-site measurements follows as,

C =

(
p0→0 p1→0

p0→1 p1→1

)
. (S1)
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a = 6μm a = 7μma = 6.5μm

a = 10.5μma = 8μma = 7.5μm

Figure S4. Quantum Fisher information for lattice spacings a = 6, 6.5, 7, 7.5, 8, 10.5µm showing the experiment data, ideal
simulation, MM simulation and the full simulation both with the fitted positional uncertainty. Hence the full simulation results
differ from the ones presented in Figure 3 in the main text, as they are not fixed to δr = 0.1µm.

(a) (b)

Figure S5. The time-averaged (a) magnetization and (b) domain wall density in ideal conditions for three different system sizes
L = 12, 20, 28. The pink dotted line shows the results in the thermodynamic limit and at infinite time. Subfigure (a) includes
the full simulation with uncertainties at L = 28 for comparison.

Assuming the one-site measurement is in Z basis, the error-mitigated expectation value of single-site magnetization
⟨σ̃z

i ⟩ at any time and site will be,

⟨σ̃z
i ⟩ =

1

N

N∑
k=1

(
− ⟨0| C−1 |sk⟩+ ⟨1| C−1 |sk⟩

)
, (S2)

where |0⟩ = (1, 0)T and |1⟩ = (0, 1)T , and |sk⟩ denotes either of two states that was measured in the experiment in
the kth shot. Summation over k is the statistical average over N many shots.

We also measure two-site observables such as ⟨σi
z(t)σ

j
z(t)⟩. Confusion matrix for such observables are written as,

C =


p00→00 p01→00 p10→00 p11→00

p00→01 p01→01 p10→01 p11→01

p00→10 p01→10 p10→10 p11→10

p00→11 p01→11 p10→11 p11→11

 , (S3)
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where the following holds with pij→kl denoting two qubit readout error probabilities,

p00→01 = p00→10 = p0→1(1− p0→1), p00→11 = p20→1, p00→00 = (1− p0→1)
2,

p11→01 = p11→10 = p1→0(1− p1→0), p11→00 = p21→0, p11→11 = (1− p1→0)
2,

p01→01 = (1− p0→1)(1− p1→0), p01→00 = (1− p0→1)p1→0, p01→11 = p0→1(1− p1→0),

p01→10 = p0→1p1→0, p10→10 = (1− p1→0)(1− p0→1), p10→11 = (1− p1→0)p0→1,

p10→00 = p1→0(1− p0→1), p10→01 = p1→0p0→1.

This leads to the error-mitigated two-point correlator ⟨σ̃i
zσ

j
z⟩

⟨σ̃i
zσ

j
z⟩ =

1

N

N∑
k=1

(
⟨00|+ ⟨11| − ⟨01| − ⟨10|

)
C−1 |sks′k⟩ .

While these can be numerically calculated for each many-body bit string, due to the simplicity of the confusion
matrix we can write analytical formulae for magnetization M and nearest-neighbor two-point correlator G. Consider
a general n-qubit state

|ψ⟩ =
2n∑

m=1

Am |Sm⟩ (S4)

where |Sm⟩ are 2n basis states. Each of the states corresponds to a bit string such as |0110...10⟩. Let

|Sm⟩ = |s(m)
1 ⟩ |s(m)

2 ⟩ ... |s(m)
k ⟩ ... |s(m)

n ⟩ . (S5)

The error-free magnetization M̃ is

M̃ =
1

n

n∑
k=1

⟨σz
k⟩ =

1

n

n∑
k=1

2n∑
m=1

|Am|2 ⟨Sm|σz
k|Sm⟩ = 1

n

n∑
k=1

2n∑
m=1

|Am|2 ⟨s(m)
k |σz

k|s
(m)
k ⟩ (S6)

with

⟨s(m)
k |σz

k|s
(m)
k ⟩ =

{
+1 , |s(m)

k ⟩ = |1⟩
−1 , |s(m)

k ⟩ = |0⟩
(S7)

For any site k, there is a probability pi→j to replace ⟨i|σz
k|i⟩ by ⟨j|σz

k|j⟩. The magnetization with readout errors is
then

M =
1

n

n∑
k=1

{ ∑
m∈{m′|s(m

′)
k =1}

|Am|2 ⟨s(m)
k |σz

k|s
(m)
k ⟩+

∑
m∈{m′|s(m

′)
k =0}

|Am|2 ⟨s(m)
k |σz

k|s
(m)
k ⟩

}
(S8)

=
1

n

n∑
k=1

{ ∑
m∈{m′|s(m

′)
k =1}

|Am|2
[
p1→1(+1) + p1→0(−1)

]
+

∑
m∈{m′|s(m

′)
k =0}

|Am|2
[
p0→0(−1) + p0→1(+1)

]}

=
1

n

n∑
k=1

{
ak(p1→1 − p1→0) + bk(p0→1 − p0→0)

}
where we have defined ak =

∑
m∈{m′|s(m

′)
k =1} |Am|2 and bk =

∑
m∈{m′|s(m

′)
k =0} |Am|2, with ak + bk = 1. Using these

quantities, the error-free magnetization can be written as

M̃ =
1

n

n∑
k=1

(ak − bk) (S9)

Defining a = 1
n

∑n
k=1 ak and b = 1

n

∑n
k=1 bk, we obtain the following set of equations

M̃ = a− b (S10)

M = a(p1→1 − p1→0) + b(p0→1 − p0→0)

1 = a+ b
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Therefore,

M̃ = 2
M+ p0→0 − p0→1

p1→1 − p1→0 − p0→1 + p0→0
− 1. (S11)

Aquila has p0→0 = 0.99, p0→1 = 0.01, p1→0 = 0.05 and p1→1 = 0.95. For the error-free nearest-neighbor two-point
correlator

G̃ =
1

n

n∑
k=1

⟨σz
kσ

z
k+1⟩ =

1

n

n∑
k=1

2n∑
m=1

|Am|2 ⟨s(m)
k s

(m)
k+1|σ

z
kσ

z
k+1|s

(m)
k s

(m)
k+1⟩ (S12)

=
1

n

n∑
k=1

(ck − dk − ek + fk)

= c− d− e+ f

where we have defined

ck =
∑

m∈{m′|s(m
′)

k =0,s
(m′)
k+1 =0}

|Am|2, dk =
∑

m∈{m′|s(m
′)

k =0,s
(m′)
k+1 =1}

|Am|2

ek =
∑

m∈{m′|s(m
′)

k =1,s
(m′)
k+1 =0}

|Am|2, fk =
∑

m∈{m′|s(m
′)

k =1,s
(m′)
k+1 =1}

|Am|2

and c = 1
n

∑n
k=1 ck, d = 1

n

∑n
k=1 dk, e =

1
n

∑n
k=1 ek, f = 1

n

∑n
k=1 fk. The two-point correlator with the readout errors

is

G = c

[
p00→00(+1) + p00→01(−1) + p00→10(−1) + p00→11(+1)

]
(S13)

+d

[
p01→00(+1) + p01→01(−1) + p01→10(−1) + p01→11(+1)

]
+e

[
p10→00(+1) + p10→01(−1) + p10→10(−1) + p10→11(+1)

]
+f

[
p11→00(+1) + p11→01(−1) + p11→10(−1) + p11→11(+1)

]
≡ cx+ dy + ez + fw.

Notice that y = z. One can also express the error-free magnetization from these quantities

M̃ =
1

2
(2f − 2c+ 0 · d+ 0 · e) = f − c (S14)

leading to the following set of equations

G̃ = c− d− e+ f (S15)

G = cx+ dy + ey + fw

M̃ = f − c

1 = c+ d+ e+ f

Therefore,

G̃ = −w + x+ 2y + 2(w − x)M̃ − 4G
w + x− 2y

. (S16)
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