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Abstract. In this work, we study the computability of topological graphs, which are
obtained by gluing arcs and rays together at their endpoints. We prove that every
semicomputable graph in a computable metric space can be approximated, with arbitrary
precision, by its computable subgraph with computable endpoints.

1. Introduction

Our work progresses the research programme, started by Miller [Mil02], that is trying to
determine which conditions render semicomputable subsets of computable metric spaces
computable [AH23, AH22, ČHI21, IS18, Kih12, IP18, BI14]. We consider (topological) graphs
[Ilj20], i.e., disjoint unions of arcs and rays that can be glued together at their endpoints.
Our main goal is to prove that every semicomputable graph can be approximated by a
computable subgraph with computable endpoints. This subgraph differs from the original
graph only near the uncomputable endpoints of the graph, where computable ones are found
arbitrarily close and the corresponding edges made that much smaller.

The plan is to first prove the following: for a semicomputable set S in a computable
metric space and a point x ∈ S with a neighbourhood homeomorphic to R, there is another
neighbourhood of x which is a computable arc between two computable points in S. In our
proof, we use a known result [IV17, Theorem 5.2] which states that for a semicomputable
set S in a computable metric space, points in S which have a Euclidean neighbourhood also
have a computable compact neighbourhood.

This first, auxiliary result allows us to shorten an edge of the graph ending in an
uncomputable point so that it ends in a computable point. We then repeat this procedure to
get a semicomputable subgraph with computable endpoints. To complete the proof that the
resulting graph is indeed computable, we leverage another result from the literature [Ilj20,
Theorem 5.2] which states that a topological pair of a graph and the set of all its endpoints
has computable type. In particular, a semicomputable graph is computable if the set of all
its endpoints is semicomputable; this generalizes the result [BI14, Theorem 7.5] that each
semicomputable 1-manifold with semicomputable boundary and finitely many components
is computable.

Note that replacing the setting of computable metric spaces with that of computable
topological spaces would not lead to a more general result. Recently, it was shown [AH23,
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2 COMPUTABLE APPROXIMATIONS OF SEMICOMPUTABLE GRAPHS

Theorem 3.4] that every semicomputable set S in a computable topological space can be
effectively embedded into the Hilbert cube, i.e. there is a computable homeomorphism f
with a computable inverse such that f(S) is semicomputable and for each computable subset
T of the Hilbert cube, f−1(T ) is computable.

2. Background

2.1. Computable metric spaces. In this subsection we provide some basic facts about
computable metric spaces. See [PER89, Wei00, Tur36, Wei93, BW99, BP03, Ilj09, IS18].

Let k ∈ N \ {0}. A function f : Nk → Q is said to be computable if there exist
computable (i.e. recursive) functions a, b, c : Nk → N such that

f(x) = (−1)c(x) · a(x)

b(x) + 1

for each x ∈ Nk. A function f : Nk → R is said to be computable if there exists a
computable function F : Nk+1 → Q such that

|f(x)− F (x, i)| < 2−i

for all x ∈ Nk, i ∈ N.
Let (X, d) be a metric space and let α be a sequence in X such that α(N) is a dense

set in (X, d). We say that (X, d, α) is a computable metric space if the function
(i, j) 7→ d(αi, αj) : N2 → R is computable.

For example, if n ∈ N \ {0}, d is the Euclidean metric on Rn and α : N → Qn is an
effective enumeration of Qn, then (Rn, d, α) is a computable metric space. This space is
called computable Euclidean space.

Let (X, d, α) be a computable metric space. A point x ∈ X is said to be computable
in (X, d, α) if there is a computable function f : N → N such that

d
(
x, αf(k)

)
< 2−k

for all k ∈ N.
From now on, let (j, i) 7→ (j)i : N2 → N and j 7→ j : N → N be fixed computable

functions such that {(
(j)0, (j)1, . . . , (j)j

) ∣∣ j ∈ N
}

is the set of all nonempty finite sequences in N.
For j ∈ N let

[j ] :=
{
(j)0, . . . , (j)j

}
.

Then each nonempty finite subset of N is equal to [j ] for some j ∈ N.
Let (X, d) be a metric space, A,B ⊆ X and ε > 0. We say that A and B are ε-close,

and write A ≈εB, if

(∀a ∈ A)(∃b ∈ B)
(
d(a, b) < ε

)
and (∀b ∈ b)(∃a ∈ A)

(
d(a, b) < ε

)
.

If A and B are nonempty compact sets in (X, d), the number inf{ε > 0 | A ≈εB} is
called the Hausdorff distance from A to B and it is denoted by dH(A,B).

It is not hard to check that, for ε > 0, we have dH(A,B) < ε if and only if A ≈εB.



COMPUTABLE APPROXIMATIONS OF SEMICOMPUTABLE GRAPHS 3

Definition 2.1. Let (X, d, α) be a computable metric space. We say that a compact set
S ⊆ X is computable in (X, d, α) if S = ∅ or there is a computable function f : N → N
such that

S ≈2−k {αi | i ∈ [f(k)]}, for all k ∈ N.

Let (X, d, α) be a computable metric space. Let τ1, τ2 : N → N be fixed computable
functions such that

{(
τ1(i), τ2(i)

) ∣∣ i ∈ N
}

= N2 and let q : N → Q be an effective
enumeration of all positive rational numbers. For i ∈ N let

Ii := B
(
ατ1(i), qτ2(i)

)
and Îi := B̂

(
ατ1(i), qτ2(i)

)
,

where B
(
ατ1(i), qτ2(i)

)
is the open ball in (X, d) with radius ρi := qτ2(i) centered at λi := ατ1(i),

and B̂(λi, ρi) is the corresponding closed ball.
For j, l ∈ N let

Jj :=
⋃

i∈[j ]
Ii, Ĵj :=

⋃
i∈[j ]

Îi and J[ l ] :=
⋃

j∈[ l ]
Jj .

Then (Jj) and (Ĵj) are, respectively, effective enumerations of all finite unions of rational
open and closed balls.

Definition 2.2. Let (X, d, α) be a computable metric space.

(i) A closed set S in (X, d) is said to be computably enumerable (c.e.) in (X, d, α)
if the set {i ∈ N | Ii ∩ S ̸= ∅} is c.e.

(ii) A compact set S in (X, d) is said to be semicomputable in (X, d, α)
if the set {j ∈ N | S ⊆ Jj} is c.e.

It is not hard to see that these definitions do not depend on the choice of particular
functions q, τ1, τ2 and j 7→ [j ].

We write K ⊆ε Jj if:

• K ⊆ Jj ,
• for all i ∈ [j ], Ii ∩K ̸= ∅, and
• for all i ∈ [j ], ρi < ε.

Note that K ⊆ε Jj implies K ≈ε {λi | i ∈ [j]}.
There is a characterization [Ilj13, Proposition 2.6] of a computable compact set in

(X, d, α):

S computable ⇐⇒ S c.e. and semicomputable. (2.1)

The notion of semicomputability can be generalized to noncompact sets [BI14, IS18].

Definition 2.3. Let (X, d, α) be a computable metric space.
A set S ⊆ X is semicomputable in (X, d, α) if the following hold:

(i) S ∩B is a compact set for each closed ball B in (X, d);

(ii) the set {(i, j) ∈ N2 | Îi ∩ S ⊆ Jj} is c.e.

This notion extends the previously defined notion of semicomputability in the following
sense: if S is a compact set in (X, d), then S is semicomputable in the sense of the latter
definition if and only if S is semicomputable in the sense of Definition 2.2(ii).

The notion of a computable set in a computable metric space can be now extended to
noncompact sets in the obvious way: S is computable in (X, d, α) if S is semicomputable
and c.e. in (X, d, α).
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Each semicomputable set S is co-c.e., which means that X \ S =
⋃

i∈A Ii for some c.e.
set A ⊆ N. On the other hand, a co-c.e. set need not be semicomputable, but the equivalence

S semicomputable ⇐⇒ S co-c.e.

holds in some computable metric space, for example in computable Euclidean space (Rn, d, α).

Definition 2.4. Let i, j ∈ N.
• We say that Ii and Ij are formally disjoint if

d(λi, λj) > ρi + ρj .

We denote this by Ii ⋄ Ij .
• We say that Ji and Jj are formally disjoint if Ik ⋄ Il for all k ∈ [i] and l ∈ [j ]. We
denote this by Ji ⋄ Jj .

Note that Ii ⋄ Ij implies Îi ∩ Îj = ∅. Similarly, Ji ⋄ Jj implies Ĵi ∩ Ĵj = ∅.

Definition 2.5. Let i, j ∈ N.
• We say that Ii is formally contained in Ij and we write Ii ⊆∀ Ij if

d(λi, λj) + ρi < ρj .

• We say that Ji is formally contained in Jj and we write Ji ⊆∀ Jj if

(∀k ∈ [i])(∃l ∈ [j])(Ik ⊆∀ Il).

• We say that J[i] is formally contained in J[j] and we write J[i] ⊆∀ J[j] if

(∀k ∈ [i])(∃l ∈ [j])(Jk ⊆∀ Jl).

Note that Ii ⊆∀ Ij implies Îi ⊆ Ij and Ji ⊆∀ Jj implies Ĵi ⊆ Jj .
Note also that formal containment and formal disjointness are relations between numbers

i and j (and not between the sets Ii and Ij or Ji and Jj), and that they are c.e.
Let (X, d, α) be a computable metric space. For every j ∈ N we define

fdiam(j) := diam {λu | u ∈ [j ]}+ 2max {ρu | u ∈ [j ]}, (2.2)

and call it the formal diameter of Jj . Again, this is formally a function of j, not of Jj .
It is easy to prove that the function fdiam : N → R is computable [Ilj09, Proposition

13].

2.2. Chains. Let (X, d) be a metric space. A finite sequence C = (C0, . . . , Cn) of nonempty
subsets of X is said to be a

• quasi-chain in X if, for all i, j, Ci ∩ Cj ̸= ∅ implies |i− j| ≤ 1;
• chain in X if, for all i, j, Ci ∩ Cj ̸= ∅ is equivalent to |i− j| ≤ 1;

Each set Ci is said to be the (ith) link of the (quasi-)chain C. If i < j, we say that the link
Ci precedes Cj , and if i+ 1 < j, we say that Ci strictly precedes Cj .

A (quasi-)chain is said to be open in (X, d) if each of its links is open in (X, d). Similarly,
a (quasi-)chain is said to be compact if each of its links is compact.

Suppose S is a subset of X and C = (C0, . . . , Cn) is a (quasi-)chain in X. We say that C
covers S if S ⊆ C0 ∪ · · · ∪ Cn.
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Suppose A = (A0, . . . , An) is a finite sequence of nonempty bounded subsets of X. The
mesh of A is the number defined by

mesh(A) :=
n

max
i=0

diamAi.

If C is a chain and mesh(C) < ε, we say that C is an ε-chain. We say that a continuum
(i.e. a compact and connected metric space) X is chainable if there is an open ε-chain in X
covering X for every ε > 0. For a, b ∈ X, we say that a continuum X is chainable from
a to b if, for every ε > 0, there is an open ε-chain (U0, . . . , Un) in X covering X such that
a ∈ U0 and b ∈ Un.

Let C = (C0, . . . , Cn) and D = (D0, . . . , Dm) be two (quasi-)chains in X. We say that
D refines C if for each i ∈ {0, . . . ,m} there exists j ∈ {0, . . . , n} such that Di ⊆ Cj . If D
refines C and D0 ⊆ C0 and Dm ⊆ Cn, we say that D strongly refines C.

Let (X, d, α) be a computable metric space and let l ∈ N. We say that
(
Jj0 , . . . , Jjm) is

a formal chain in (X, d, α) if Jju ⋄ Jjv for all u, v ∈ {0, . . . ,m} such that |u− v| > 1. Note
that every formal chain is a quasi-chain.

2.3. Graphs. Let n ∈ N\{0} and let a, v ∈ Rn, v ̸= 0. The set {a+ tv | t ∈ [0,∞)} is called
a ray in Rn and we say that a is the (only) endpoint of this ray. Let K be a nonempty
finite family of line segments and rays in Rn such that

I, J ∈ K are such that
I ̸= J and I ∩ J ̸= ∅ =⇒ I ∩ J = {a}, where a is an

endpoint of both I and J .
(2.3)

Then any topological space G homeomorphic to
⋃
K is called a graph.

Let G be a graph and x ∈ G. We say that x is an endpoint of G if x has an open
neighborhood in G which is homeomorphic to [0,∞⟩ by a homeomorphism which maps x to
0.

Figure 1: A graph. Filled circles denote endpoints and arrows denote rays.

Suppose G is a graph and f :
⋃
K → G a homeomorphism, where K is the family from

the definition of a graph. Then:

• x ∈ G is an endpoint of G if and only if there exists y ∈
⋃
K such that f(y) = x and such

that y is an endpoint of a unique element of K;
• G is compact if and only if K does not contain rays.

Note that our naming scheme differs slightly from [Ilj20]; what was previously called a
generalized graph we call a graph, and what was previously called a graph is now a compact
graph.



6 COMPUTABLE APPROXIMATIONS OF SEMICOMPUTABLE GRAPHS

2.4. Auxiliary results. We will use the following results from the literature:

Lemma 2.6. [IP18, Lemma 3.8] Let X be a set and let (C0, . . . , Cm) and (D0, . . . , Dm′) be
two quasi-chains in X such that (D0, . . . , Dm′) refines (C0, . . . , Cm).
Suppose that i, j, k ∈ {0, . . . ,m} and p, q ∈ {0, . . . ,m′} are such that

i < k < j, p < q, Dp ⊆ Ci and Dq ⊆ Cj.

Then there exists r ∈ {0, . . . ,m′} such that p < r < q and Dr ⊆ Ck.

Lemma 2.7. [Ilj09, Lemma 41] Let (X, d) be a metric space in which every closed ball is
compact. Let Ck = (Ck

0 , . . . , C
k
mk

), k ∈ N be a sequence of chains such that for all k ∈ N,(
Cl(Ck+1

0 ), . . . ,Cl(Ck+1
mk+1

)
)
strongly refines

(
Ck
0 , . . . , C

k
mk

)
and mesh(Ck) < 2−k. Let

S =
⋂
k∈N

(
Cl(Ck+1

0 ) ∪ · · · ∪ Cl(Ck+1
mk+1

)
)
.

Then S is a continuum, chainable from a to b, where a ∈
⋂

k∈NC
k
0 and b ∈

⋂
k∈NC

k
mk

.

Theorem 2.8. [IV17, Theorem 5.2] Suppose (X, d, α) is a computable metric space, S
a semicomputable set in this space and x ∈ S a point which has a neighbourhood in S
homeomorphic to Rn for some n ∈ N \ {0}. Then x has a computable compact neighbourhood
in S.

Theorem 2.9. [Ilj20, Theorem 6.5] Let (X, d, α) be a computable metric space and let S
be a semicomputable set in this space. Suppose S, as a subspace of (X, d), is a graph such
that the set E of all endpoints of S is semicomputable in (X, d, α). Then S is computable in
(X, d, α).

Proposition 2.10. [Ilj09, Proposition 12] Let (X, d, α) be a computable metric space.

(i) For all j ∈ N, diam Ĵj ≤ fdiam(j).
(ii) Let K and U be subsets of (X, d) such that K is nonempty and compact, U is open

and K ⊆ U. Let ε > 0. Then there exists j ∈ N such that K ⊆ Jj, Ĵj ⊆ U and
fdiam(j) < diamK + ε.

Lemma 2.11. Let (X, d, α) be a computable metric space and let S be a semicomputable set
in this space (not necessarily compact). Let m ∈ N. Then S \ Jm is a semicomputable set.

Proof. Let Ω = {(i, j) ∈ N2 | Îi ∩ S ⊆ Jj}.
If B is a closed ball in (X, d), then (S \ Jm) ∩B is a closed set in (X, d) contained in

S ∩B. Since S ∩B is compact, (S \ Jm) ∩B is compact too.
Let i, j ∈ N. We have

Îi ∩ (S \ Jm) ⊆ Jj ⇐⇒ (Îi ∩ S) \ Jm ⊆ Jj ⇐⇒ Îi ∩ S ⊆ Jj ∪ Jm.

Choose a computable function f : N2 → N such that Ja ∪ Jb = Jf(a,b) for all a, b ∈ N. Then

Îi ∩ (S \ Jm) ⊆ Jj ⇐⇒ Îi ∩ S ⊆ Jf(j,m) ⇐⇒
(
i, f(j,m)

)
∈ Ω.

So the set of all (i, j) ∈ N2 such that Îi ∩ (S \ Jm) ⊆ Jj is the set of all (i, j) ∈ N2 such that(
i, f(j,m)

)
∈ Ω, which is c.e. since Ω is c.e. and f is computable.

Corollary 2.12. Let (X, d, α) be a computable metric space, let S be a semicomputable set
in this space and let K and U be subsets of S such that K is compact, U is open in S and
K ⊆ U . Then there exists a semicomputable compact set S′ ⊆ S such that K ⊆ S′ ⊆ U .
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Proof. Since K is compact, it is fully contained in a rational closed ball with a sufficiently
large diameter. Let i ∈ N be such that K ⊆ L := Îi ∩ S.

Consider the set L \ U . If it is empty, then L ⊆ U , so S′ := L is a semicomputable
compact set such that K ⊆ S′ ⊆ U .

Suppose L \U is not empty. Then it is a closed subset of a compact set L, therefore it is
compact, and L \ U ⊆ L \K. Since L \K is open in L, let V be an open set in (X, d) such
that V ∩ L = L \K. Now, L \ U and V are subsets of (X, d) such that L \ U is nonempty
and compact, V is open and L \ U ⊆ V . By Proposition 2.10(ii), there exists j ∈ N such
that L \ U ⊆ Jj ⊆ V . Then S′ := L \ Jj is semicomputable compact and

L \ V ⊆ S′ ⊆ L \
(
L \ U

)
.

Since

K = L \
(
L \K

)
= L \

(
V ∩ L

)
= L \ V and L \

(
L \ U

)
⊆ U ,

we conclude that K ⊆ S′ ⊆ U .

Proposition 2.13. [BI14, Lemma 4.6] Let (X, d, α) be a computable metric space and let
A,B be disjoint nonempty compact sets in (X, d). Then

(i) For each ε > 0 there exists j ∈ N such that A ⊆ε Jj.
(ii) There exists µ > 0 such that for all i, j ∈ N, if A ⊆µ Ji and B ⊆µ Jj, then Ji ⋄ Jj.

Lemma 2.14. [BI14, Lemma 4.8] Let (X, d, α) be a computable metric space. Let A ⊆ X,
j ∈ N and r > 0 be such that A ⊆r Jj. Then

fdiam(j) < 4r + diamA.

Proposition 2.15. [IP18, Proposition 4.13] Let (X, d, α) be a computable metric space,
A ⊆ N a c.e. set, K a nonempty compact set such that K ⊆

⋃
i∈A Ii. Then there exists

µ > 0 such that for all i ∈ N, if K ⊆µ Jj, then

(∀u ∈ [j])(∃v ∈ A)(Iu ⊆∀ Iv).

Proposition 2.16. [IP18, Proposition 6.5.] Let (X, d, α) be a computable metric space. Let
l, l′, u, v ∈ N. The following statements hold:

(i) if Ju ⊆∀ Jv, then Cl(Ju) ⊆ Jv;
(ii) if J[ l ] ⊆∀ J[ l′ ], then the finite sequence

(
Cl(J(l)0), . . . ,Cl(J(l)l)

)
refines the finite

sequence
(
J(l′)0 , . . . , J(l′)l′

)
.

3. Existence of a computable neighbourhood

The main result of this section is Theorem 3.3 which states that any point in a semicomputable
set which has a neighbourhood N homeomorphic to R also has a computable neighbourhood
N ′ ⊆ N which is an arc with computable endpoints.

Note that Theorem 2.8 has a similar statement: any point x in a semicomputable set
which has a neighbourhood homeomorphic to Rn also has a computable neighbourhood.
However, it does not guarantee that this computable neighbourhood will be an arc with
computable endpoints. Since computable points are dense in computable sets, there is a
neighbourhood of x which is an arc with computable endpoints, but such neighbourhood is
not necessarily computable (or even semicomputable).
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In order to construct a neighbourhood which is simultaneously computable and an arc
with computable endpoints, our approach is to look at the intersection of a sequence of
chains whose links have strictly decreasing diameters.

We begin by listing some important auxiliary results.

Lemma 3.1. Let (X, d, α) be a computable metric space, K a nonempty compact set, a ∈ N
such that K ⊆ Ja. Then there exists µ > 0 such that for all j ∈ N, if K ⊆µ Jj, then
Jj ⊆∀ Ja.

Proof. This follows immediately from Proposition 2.15 for A = [a].

Lemma 3.2. Let (X, d, α) be a computable metric space, (K0, . . . ,Kn+1) a compact quasi-
chain in (X, d), and A ⊆ N a finite set. Then for all ε > 0, there exist p, l, q ∈ N such that
l = n− 1 and

(a) K0 ⊆ε Jp, Kn+1 ⊆ε Jq and Ki ⊆ε J(l)i−1
for all i ∈ {1, . . . , n};

(b)
(
Jp, J(l)0 , . . . , J(l)l , Jq

)
is a formal chain;

(c) for all a ∈ A, K0 ⊆ Ja implies Jp ⊆∀ Ja, Kn+1 ⊆ Ja implies Jq ⊆∀ Ja and Ki ⊆ Ja
implies J(l)i−1

⊆∀ Ja, for all i ∈ {1, . . . , n}.

Proof. Fix i, j ∈ {0, . . . , n + 1} such that |i− j| > 1. Since (K0, . . . ,Kn+1) is a compact
quasi-chain, Ki and Kj are disjoint nonempty compact sets in (X, d). By Proposition 2.13(ii),
there exists µi,j > 0 such that for any α, β ∈ N,

Ki ⊆µi,j Jα and Kj ⊆µi,j Jβ =⇒ Jα ⋄ Jβ. (3.1)

Now fix i ∈ {0, . . . , n+ 1} and a ∈ A such that Ki ⊆ Ja. By Lemma 3.1, there exists
µi,a > 0 such that for any α ∈ N,

Ki ⊆µi,a Jα =⇒ Jα ⊆∀ Ja. (3.2)

Let

r := min
({
µi,j

∣∣ i, j ∈ {0, . . . , n+ 1}, |i− j| > 1
}
∪{

µi,a
∣∣ i ∈ {0, . . . , n+ 1}, a ∈ A, Ki ⊆ Ja

}
∪ {ε}

)
By Proposition 2.13(i), there exist p, j1, . . . jn, q ∈ N such that

K0 ⊆r Jp, K1 ⊆r Jj1 , . . . ,Kn ⊆r Jjn and Kn+1 ⊆r Jq. (3.3)

Let l ∈ N be such that (j1, . . . , jn) =
(
(l)0, . . . , (l)l

)
. Since K ⊆λ′ Jj implies K ⊆λ Jj

for any λ′ < λ, we can now easily conclude that (a) follows from (3.3), (b) follows from (3.1),
and (c) follows from (3.2).

Any topological space homeomorphic to [0, 1] is called an arc. If A is an arc and x ∈ A
a point such that A \ {x} is connected, then we say that x is an endpoint of A. Note that
if f : [0, 1] → A is a homeomorphism, then f(0) and f(1) are the only endpoints of A.

Theorem 3.3. Let S be a semicomputable set in a computable metric space (X, d, α).
Suppose a point x ∈ S has an open neighborhood N in S which is homeomorphic to R. Then
there exist computable points a, b ∈ N and a computable neighbourhood N ′ ⊆ N of x in S
which is an arc from a to b.

Proof. Let N be an open neigborhood of x in S and let f : R → N be a homeomorphism.
Without loss of generality (we can always compose f with a translation by f−1(x)), we may
assume f(0) = x.
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Consider the subsets f([−3, 3]) and f(⟨−4, 4⟩) of S. The set f(⟨−4, 4⟩) is a continuous
image of an open set, so it is open in N and therefore open in S. The set f([−3, 3]) is a
nonempty compact subset of f(⟨−4, 4⟩). By Corollary 2.12, there exists a semicomputable
compact set S′ such that

f([−3, 3]) ⊆ S′ ⊆ f(⟨−4, 4⟩). (3.4)

Since f−1 is continuous and f([−4, 4]) is compact, we can choose ε > 0 such that

d
(
f(s), f(t)

)
< ε =⇒ |s− t| < 1

2
, for all s, t ∈ [−4, 4]. (3.5)

We may additionally assume ε < 1.
The set f(⟨−3, 3⟩) is a neighbourhood of f(−2) in S′ homeomorphic to R. By The-

orem 2.8, there is a computable neighbourhood Nã of f(−2) in S′. Similarly, there is a
computable neighbourhood Nb̃ of f(2) in S

′.
Since computable points are dense in computable sets, we can find computable points

(see Figure 2)

ã ∈ B
(
f(−2), ε

)
∩Nã and b̃ ∈ B

(
f(2), ε

)
∩Nb̃. (3.6)

ε

ε

ã

f(−2)

b̃

f(2)x

Nã
Nb̃

Figure 2: The choice of points ã and b̃ from S′.

Note that ã, b̃ ∈ S′ ⊆ f(⟨−4, 4⟩), so ã = f(tã) and b̃ = f(tb̃) for some tã, tb̃ ∈ ⟨−4, 4⟩.
Moreover, by (3.5), we have

tã ∈ ⟨−2.5,−1.5⟩ and tb̃ ∈ ⟨1.5, 2.5⟩. (3.7)

For (p, l, q) ∈ N3, we consider the following statements:

(O1) S′ ⊆ Jp ∪ J[ l ] ∪ Jq;
(O2) (Jp, J(l)0 , . . . , J(l)l , Jq) is a formal chain;

(O3) ã ∈ Jp;

(O4) b̃ ∈ Jq.

Each of these relations is c.e. (which follows from, respectively, the semicomputability
of S′, the computable enumerability of formal disjointness, the computability of ã and the
computability of b̃), so the set

Ω :=
{
l ∈ N

∣∣ (∃p, q ∈ N)
(
(O1)–(O4) hold for (p, l, q)

)}
is also c.e. as a projection of their intersection.

Claim 1. There exists l ∈ Ω such that fmesh(l) < ε
2 , d

(
ã, J(l)0

)
< ε

2 and d
(
b̃, J(l)l

)
< ε

2 .
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Proof of Claim 1. Since f is uniformly continuous on [−4, 4], we can find a subdivision
−4 = x0 < x1 < · · · < xn+1 = 4 of [−4, 4] such that for each i ∈ {0, . . . , n},

diam f([xi, xi+1]) <
ε

4
. (3.8)

Denote Ci := f([xi, xi+1]).
First, note that if f(s) ∈ Ci and f(t) ∈ Cj , then

|j − i| > 2 |t− s| − 1. (3.9)

Indeed, suppose without loss of generality s < t (the case s = t is trivial); then i ≤ j and

t− s = (t− xj) + (xj − xj−1) + · · ·+ (xi+1 − s),

where we have j − i + 1 summands. By (3.8) and (3.5), each one is less than 1
2 , so

|t− s| < 1
2(|j − i|+ 1), and (3.9) follows from this.

Let i be the index such that tã ∈ [xi, xi+1⟩ and let j be the index such that tb̃ ∈ ⟨xj , xj+1].

Then ã ∈ Ci and b̃ ∈ Cj and, by (3.7), we have

i = |i− 0| > 2 |tã − (−4)| − 1 ≥ 2 |−2.5 + 4| − 1 = 2,

n− j = |n− j| > 2
∣∣4− tb̃

∣∣− 1 ≥ 2 |4− 2.5| − 1 = 2

and

|j − i| > 2
∣∣tb̃ − tã

∣∣− 1 ≥ 2 |1.5− (−1.5)| − 1 = 5.

Now we consider the compact quasi-chain

(C0 ∪ · · · ∪ Ci, Ci+1, . . . , Cj−1, Cj ∪ · · · ∪ Cn).

By Lemma 3.2 (for A = ∅), we can find p, l, q ∈ N such that

C0 ∪ · · · ∪ Ci ⊆ ε
16
Jp, Cj ∪ · · · ∪ Cn ⊆ ε

16
Jq, (3.10)

Ci+1 ⊆ ε
16
J(l)0 , . . . , Cj−1 ⊆ ε

16
J(l)l . (3.11)

and such that
(
Jp, J(l)0 , . . . , J(l)l , Jq

)
is a formal chain.

Now, we have ã ∈ Ci ⊆ Jp, b̃ ∈ Cj ⊆ Jq and

S′ ⊆ f([−4, 4]) =
n⋃

i=0

Ci ⊆ Jp ∪ J[ l ] ∪ Jq.

Therefore, (p, l, q) satisfies (O1)–(O4), so l ∈ Ω. Moreover, since diamCk < ε
4 for all

i < k < j, (3.11) and Lemma 2.14 imply that for all u ∈ [ l ],

fdiam(u) < 4 · ε
16

+
ε

4
=
ε

2
,

so fmesh(l) < ε
2 . Finally, since f(xi+1) ∈ Ci ∩ Ci+1 ⊆ Ci ∩ J(l)0 , we have

d
(
ã, J(l)0

)
≤ d

(
ã, f(xi+1)

)
≤ diamCi <

ε

2

and, similarly, d
(
b̃, J(l)l

)
< ε

2 . This concludes the proof of Claim 1.

Claim 2. If l ∈ Ω, then (
J(l)0 ∩ S

′, . . . , J(l)l ∩ S
′
)

is an open chain in S′.
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Proof of Claim 2. Let p, q ∈ N be such that (O1)–(O4) hold for (p, l, q). We will prove that

C :=
(
Jp ∩ S′, J(l)0 ∩ S

′, . . . , J(l)l ∩ S
′, Jq ∩ S′)

is an open chain in S′.
The links of C are clearly open in S′. By (O2), C is a quasi-chain. It is sufficient to

prove that neighbouring links of C intersect.
By (3.7), (3.4) and (O1), we have

f([tã, tb̃]) ⊆ f([−3, 3]) ⊆ S′ =
⋃

C. (3.12)

If J(l)i−1
∩ S′ and J(l)i∩ S′ were disjoint for some i > 0, we would have

f([tã, tb̃]) ⊆
(
(Jp ∩ S′) ∪ · · · ∪ (J(l)i−1

∩ S′)
)
∪

∪
(
(J(l)i∩ S

′) ∪ · · · ∪ (Jq ∩ S′)
)
.

However, this is impossible: because f(tã) ∈ Jp ∩ S′ and f(tb̃) ∈ Jq ∩ S′ by (O3) and (O4),
the right-hand side is a disjoint union of nonempty open sets, but f([tã, tb̃]) is connected.
The same argument shows that Jp ∩ S′ intersects J(l)0 ∩ S′ and J(l)l ∩ S

′ intersects Jq ∩ S′.

This concludes the proof of Claim 2.

For (l, l′) ∈ N2, we consider the following statements:

(G1) l, l′ ∈ Ω;
(G2) J[ l′ ] ⊆∀ J[ l ];

(G3) fmesh(l′) < 1
2 fmesh(l);

(G4) J(l′)0 ⊆∀ J(l)0 ;
(G5) J(l′)

l′
⊆∀ J(l)l .

Denote by Γ the set of all (l, l′) ∈ N2 which satisfy (G1)–(G5). By computable
enumerability of Ω and ⊆∀ (as a relation on J-indices) and computability of fmesh, Γ is c.e.

Claim 3. For each l ∈ Ω, there exists l′ ∈ Ω such that (l, l′) ∈ Γ.

Proof of Claim 3. Let l ∈ Ω and let p, q ∈ N be such that (O1)–(O4) hold for (p, l, q).
By (O1), {Jp, J(l)0 , . . . , J(l)l , Jq} is an open cover of S′. Let λ be a Lebesgue number of

this cover.
Since Jp and Jq are open and ã ∈ Jp, b̃ ∈ Jq, there exist r1, r2 > 0 such that B(ã, r1) ⊆ Jp

and B(b̃, r2) ⊆ Jq. Denote

r := min
{
λ, r1, r2,

1
10 fmesh(l)

}
.

Let −4 = x0 < x1 < · · · < xn+1 = 4 be a subdivision of [−4, 4] such that for each
i ∈ {0, . . . , n}

diam f([xi, xi+1]) < r. (3.13)

Let Ci := f([xi, xi+1]) ∩ S′,∀i ∈ {0, . . . , n}. Then (C0, . . . , Cn) is a compact quasi-chain
in S′ which covers S′.

As in the proof of Claim 1, let i be the index such that tã ∈ [xi, xi+1⟩ and let j be the

index such that tb̃ ∈ ⟨xj , xj+1], so that ã ∈ Ci and b̃ ∈ Cj . As before, we know that i > 2,
j < n− 2 and |i− j| > 5.

Since ã ∈ Ci, diamCi < r1 and B(ã, r1) ⊆ Jp we have Ci ⊆ Jp. Similarly, Cj ⊆ Jq. By
Lemma 2.6, there exists t such that i < t < j and Ct ⊆ J(l)0 . Let

v := max
{
t ∈ {i+ 1, . . . , j − 1}

∣∣ Ct ⊆ J(l)0
}
.
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Again, by Lemma 2.6, there exists s such that v ≤ s < j and Cs ⊆ J(l)l . Let

w := min
{
s ∈ {v, . . . , j − 1}

∣∣ Cs ⊆ J(l)l

}
.

We claim that (Cv, . . . Cw) strongly refines
(
J(l)0 , . . . , J(l)l

)
. By definition, Cv ⊆ J(l)0

and Cw ⊆ J(l)l . Suppose k ∈ {v + 1, . . . , w − 1}. Then, since diamCk < λ, Ck must be a

subset of Jp, Jq or Ji for some i ∈ [ l ]. Suppose Ck ⊆ Jp. Since Cw ⊆ J(l)l , Jp strictly precedes

J(l)0 and J(l)0 strictly precedes J(l)l , by Lemma 2.6 there exists u such that k < u < w and

Cu ⊆ J(l)0 . However, this contradicts our choice of v because v < k < u. A similar argument
shows that Ck ̸⊆ Jq, so Ck is a subset of Ji for some i ∈ [ l ].

To summarize,

(C0 ∪ · · · ∪ Cv−1, Cv, . . . , Cw, Cw+1 ∪ · · · ∪ Cn)

is a compact quasi-chain in S′ which covers S′ and its subchain (Cv, . . . Cw) strongly refines(
J(l)0 , . . . , J(l)l

)
. By Lemma 3.2 (with A = [l]), we can find p′, l′, q′ ∈ N such that

C0 ∪ · · · ∪ Cv−1 ⊆r Jp′ , Cw+1 ∪ · · · ∪ Cn ⊆r Jq′ , (3.14)

Cv ⊆r J(l′)0 , . . . , Cw ⊆r J(l′)
l′
, (3.15)

J(l′)0 ⊆∀ J(l)0 , J(l′)
l′
⊆∀ J(l)l and J[ l′ ] ⊆∀ J[ l ] (3.16)

and such that
(
Jp′ , J(l′)0 , . . . , J(l′)l′

, Jq′
)
is a formal chain.

Moreover, we have ã ∈ Ci ⊆ Jp′ , b̃ ∈ Cj ⊆ Jq′ and

S′ = f([−4, 4]) ∩ S′ =
⋃ n

i=1
Ci ⊆ Jp′ ∪ J[ l′ ] ∪ Jq′ .

Therefore, (p′, l′, q′) satisfies (O1)–(O4), which implies (G1); while (G2), (G4) and (G5)
follow from (3.16). Finally, (3.13), (3.15) and Lemma 2.14 imply that

fdiam(k) < 4r + r ≤ 1

2
fmesh(l), for each k ∈ [ l ],

so (G3) also holds. This proves (l, l′) ∈ Γ, so Claim 3 holds.

Claim 3 implies the existence of a partial recursive funcion ψ : Ω → N such that(
l, ψ(l)

)
∈ Γ for all l ∈ Ω. Let l0 ∈ Ω be as in Claim 1 and define the sequence (ln)n∈N of

natural numbers with

ln+1 := ψ(ln), ∀n ∈ N.
Obviously, (ln)n∈N is recursive and (ln, ln+1) ∈ Γ for all n ∈ N.

Consider the sequence (Cn)n∈N, where

Cn :=
(
J(ln)0 ∩ S

′, . . . , J(ln)ln
∩ S′

)
, ∀n ∈ N. (3.17)

By Claim 2, each Cn is an open chain in S′. As a subspace of (X, d), S′ is a metric
space in which every closed ball is compact (since S′ itself is compact). Also, (G2) and
Proposition 2.16(i) imply that(

Cl
(
J(ln+1)0 ∩ S

′), . . . ,Cl(J(ln+1)ln+1
∩ S′)) strongly refines Cn (3.18)

for each n ∈ N. It follows from Claim 1 and (G3) that

mesh(Cn) < 2−n, ∀n ∈ N. (3.19)
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By Lemma 2.7,

N ′ :=
⋂

n∈N

(⋃
j∈[ ln+1 ]

Cl(Jj ∩ S′)
)

(3.20)

is a continuum in S′ chainable from a to b, where

a ∈
⋂

n∈N

(
J(ln)0 ∩ S

′) and b ∈
⋂

n∈N

(
J(ln)ln

∩ S′). (3.21)

Since
N ′ ⊆ S′ ⊆ f(⟨−4, 4⟩) ⊆ N ,

N ′ is a subset of N and a compact connected subset of f(⟨−4, 4⟩), so it must be an arc.
Since an arc can only be chainable from one of its endpoints to the other, a and b must be
endpoints of N ′.

Since fmesh(ln) < 2−n for each n ∈ N, (3.21) implies

d
(
a, λ((ln)0)0

)
< 2−n and d

(
b, λ((ln)ln )0

)
< 2−n

for each n ∈ N. It follows that a and b are computable points.
The function n 7→

{
λ(i)0

∣∣ i ∈ [ ln ]
}
is computable. Let n ∈ N. We claim that

N ′ ≈2−n

{
λ(i)0

∣∣ i ∈ [ ln ]
}
. (3.22)

Let y ∈ N ′. By (3.20) and (3.18), y ∈ Ji ∩ S′ for some i ∈ [ ln ]. Since fmesh(ln) < 2−n

and therefore fdiam(i) < 2−n, it holds that

diam(Ji ∩ S′) ≤ diam(Ji) ≤ fdiam(i) < 2−n.

Therefore, d
(
y, λ(i)0

)
< 2−n.

Let i ∈ [ ln ]. Since Cn is a chain which covers N ′, its first link contains a ∈ N ′ and its
last link contains b ∈ N ′, the connectedness of N ′ implies that its link Ji ∩ S′ must intersect
N ′. Let y ∈ N ′ ∩ (Ji ∩ S′). Again, using fdiam(i) < 2−n we conclude that d

(
y, λ(i)0

)
< 2−n.

It is not hard to conclude [Ilj13, Proposition 2.6] that there exists a computable function
ϕ : N → N such that {

λ(i)0
∣∣ i ∈ [ ln ]

}
= {αi | i ∈ [ϕ(k)]},

so (3.22) implies that N ′ is a computable set in (X, d, α). This concludes the proof of
Theorem 3.3.

Lemma 3.4. Let S be a semicomputable set in a computable metric space (X, d, α). Suppose
a point x ∈ S has an open neighborhood N in S such that there exists a homeomorphism
f : [0, 1⟩ → N such that f(0) = x. Let ε > 0. Then there exists a ∈ ⟨0, 1⟩ such that f(a) is
a computable point, S \ f([0, a⟩) is a semicomputable set and f([0, a]) ⊆ B(x, ε).

Proof. Since f is continuous, there exists t ∈ ⟨0, 1⟩ such that

f([0, t]) ⊆ B(x, ε). (3.23)

The set f(⟨0, 1⟩) is open in N and therefore open in S. Therefore f(⟨0, 1⟩) is an open
neighborhood of f(t) in S which is homeomorphic to R and so Theorem 3.3 implies that
there exists a computable neighborhood N ′ of f(t) in S contained in f(⟨0, 1⟩) which is an
arc with computable endpoints. Since f is a homeomorphism, f−1(N ′) is an arc in ⟨0, 1⟩,
thus it is equal to [a, b] for some a, b ∈ ⟨0, 1⟩, a < t < b (see Figure 3).

Clearly, f(a) is a computable point and

f([0, a]) ⊆ f([0, t]) ⊆ B(x, ε).

We claim that S \ f([0, a⟩) is a semicomputable set.
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x

f(0)

f(t)
f(a) f(b)

ε

Figure 3: Points along an arc as in the proof of Lemma 3.4.
The highlighted arc is computable.

The set f([0, b⟩) is open in N and therefore open in S. Let U be an open set in (X, d)
such that f([0, b⟩) = S ∩ U . The set U is open, so it is a union of rational open balls. Since
f([0, a]) is a compact set contained in U , there is a finite union of rational open balls Jm
such that

f([0, a]) ⊆ Jm ⊆ U . (3.24)

By Lemma 2.11, S \ Jm is semicomputable. Since f([a, b]) is computable, it is also
semicomputable, so (S \ Jm) ∪ f([a, b]) is semicomputable.

Now f(a) is a computable point and f([0, a]) ⊆ B(x, ε). To prove that S \ f([0, a⟩) is
semicomputable, we show that it is equal to (S \ Jm) ∪ f([a, b]).

Indeed, since f is injective, f([a, b]) and f [0, a⟩) are disjoint, so f([a, b]) ⊆ S \ f([0, a⟩).
It follows from (3.24) that S \Jm ⊆ S \f([0, a⟩). Therefore, (S \Jm)∪f([a, b]) ⊆ S \f([0, a⟩).

Suppose y ∈ S \ f([0, a⟩). If y ∈ Jm, then by (3.24)

y ∈ U ∩ S = f([0, b⟩) = f([0, a⟩) ∪ f([a, b⟩),
which implies y ∈ f([a, b⟩). This proves S \ f([0, a⟩) ⊆ (S \ Jm) ∪ f([a, b]).

4. Computable approximations of semicomputable sets

4.1. Compact graphs. Let G be a compact graph. Then G =
⋃
K, where K is a nonempty

finite family of (non-degenerate) line segments in Rn such that the following holds:

if I, J ∈ K are such that I ̸= J and I ∩ J ̸= ∅, then I ∩ J = {a}, (4.1)

where a is an endpoint of both I and J .
Equivalently, a topological space G is a compact graph if and only if there exists a

nonempty finite family A of subspaces of G such that each A ∈ A is an arc, such that
G =

⋃
A∈AA and such that for all A,B ∈ A the following holds:

if A,B ∈ A are such that A ̸= B and A ∩B ̸= ∅, then A ∩B = {a}, (4.2)

where a is an endpoint of both A and B [Ilj20, Remark 4.2]. If G is a compact graph and A
is a family with the described properties, then we say that A defines G.

If G is a compact graph and if A defines G, then x ∈ G is an endpoint of G if and only
if there exists a unique arc A ∈ A such that x is an endpoint of A [Ilj20]. In particular, the
set of all endpoints of a compact graph G is finite.

If G is a compact graph and E the set of all its endpoints, then (G,E) has computable
type [Ilj20]. Hence, if (X, d, α) is a computable metric space and S a semicomputable set in



COMPUTABLE APPROXIMATIONS OF SEMICOMPUTABLE GRAPHS 15

this space which is, as a subspace of (X, d), a compact graph, then S is computable if each
endpoint of S is computable.

Suppose S is a semicomputable compact graph in a computable metric space (X, d, α).
If not all of its endpoints are computable, then S need not be computable (even a semicom-
putable arc in R need not be computable [Mil02]). We want to show that such an S can
be approximated by a computable subgraph T . Namely, for each uncomputable endpoint
a of S, we cut off some small neighborhood of a in S and get a computable graph T with
computable endpoints (see Figure 4). In general, endpoints of a computable graph T need
not be computable, even when T is an arc [Mil02].

Figure 4: A semicomputable compact graph. Empty circles denote uncomputable points and
filled circles denote computable points. The highlighted subset is a computable
compact graph.

For simplicity, we will use the following notation: if A is an arc and x, y ∈ A are such
that x ̸= y, then the unique subspace of A which is an arc whose endpoints are x and y will
be denoted B by xyA.

Theorem 4.1. Let (X, d, α) be a computable metric space and let S be a semicomputable
compact graph in this space. Let {A0, . . . , An} be a family of arcs which defines S.

Let Γ be the set of all endpoints of S which are uncomputable. Let ε > 0.
Then there exist arcs A′

0, . . . , A
′
n such that for each i ∈ {0, . . . , n} the following hold:

(i) if none of the endpoints of the arc Ai belong to Γ, then A′
i = Ai;

(ii) if x and y are endpoints of Ai such that x ∈ Γ and y /∈ Γ, then A′
i = zyAi, where z ∈ Ai

and xzAi ⊆ B(x, ε);
(iii) if x and y are endpoints of Ai such that x, y ∈ Γ, then A′

i = z1z2
Ai, where z1, z2 ∈ Ai

and xz1
Ai ⊆ B(x, ε), z2y

Ai ⊆ B(y, ε).
(iv) the set T = A′

0 ∪ · · · ∪A′
n is a computable compact graph with computable endpoints.

Proof. Let us define A′
0 in the following way. If none of the endpoints of A0 belong to Γ, let

A′
0 = A0.

Suppose that x ∈ Γ and y /∈ Γ, where x and y are the endpoints of A0. There exists a
homeomorphism f : [0, 1] → A0 such that f(0) = x and f(1) = y. The set f([0, 1⟩) is open
in S: its complement in S is equal to (note that Aj ∩ f(⟨0, 1⟩) = ∅ for j ̸= 0 since Aj can
intersect A0 only in an endpoint, by the definition of a graph)

{f(1)} ∪
⋃

i ̸=0
Ai,

which is clearly a closed set in S.
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Therefore, f([0, 1⟩) is an open neighbourhood of x in S. By Lemma 3.4, there exists
a ∈ ⟨0, 1⟩ such that f(a) is a computable point, S \ f([0, a⟩) is a semicomputable set and
f([0, a]) ⊆ B(x, ε).

Let z = f(a) ∈ A0 and A′
0 = zyA0. It holds that xzA0 ⊆ B(x, ε). Now, the family of arcs

{A′
0, A1, . . . , An} defines a compact graph T such that the set of all uncomputable endpoints

of T is equal to Γ \ {x}. We also have

T = S \ f([0, a⟩),
so T is semicomputable.

Finally, if both endpoints x and y of A0 belong to Γ, we proceed as in the previous
case to obtain an arc of the form xz2

A0, where z2 is a computable point such that z2 ∈ A0,
z2y

A0 ⊆ B(y, ε) and such that xz2
A0∪

⋃
i ̸=0Ai is a semicomputable set. We then apply

a similar procedure to the point x to obtain an arc of the form z1z2
A0, where z1 is a

computable point such that z1 ∈ xz2
A0, xz1

A0 ⊆ B(x, ε) and such that z1z2
A0∪

⋃
i ̸=0Ai is a

semicomputable set. We define A′
0 = z1z2

A0.
As in the previous case, we have that the family {A′

0, A1, . . . , An} defines a semicom-
putable compact graph T such that the set of all uncomputable endpoints of T is equal to
Γ \ {x, y}.

Now we define A′
1 in the same way and we get that the family {A′

0, A
′
1, A2, . . . , An}

defines a semicomputable compact graph T such that the set of all uncomputable endpoints
of T is equal to {x ∈ Γ | x is an endpoint of Ai for some i ≥ 2}.

In finitely many steps we get A′
0, . . . , A

′
n which satisfy properties (i)-(iii) such that

{A′
0, . . . , A

′
n} defines a semicomputable compact graph T which has no uncomputable

endpoints. Hence, every endpoint of T is computable, so T is computable by Theorem 2.9.
An immediate consequence of Theorem 4.1 is the following fact.

Corollary 4.2. Let (X, d, α) be a computable metric space and let S be a semicomputable
compact graph in this space. Then for each ε > 0 there exists a computable compact graph T
in (X, d, α) such that T ⊆ S, all endpoints of T are computable and dH(S, T ) < ε.

4.2. Non-compact graphs. Having generalized notions of a semicomputable and com-
putable set to non-compact sets, the question is under what conditions the implication

S semicomputable =⇒ S computable (4.3)

holds. Beside the known conditions when S is compact, it is known that (4.3) holds when S
is a graph such that each endpoint of S is computable [Ilj20].

Any topological space homeomorphic to a ray is called a topological ray. If R is a
topological ray and a ∈ R such that R \ {a} is connected, then we say that a is an endpoint
of R. Note that each topological ray has a unique endpoint.

If G is a graph, then it follows easily from the definition that there exists a finite
nonempty family A of closed subspaces of G such that each element of A is an arc or a
topological ray, G =

⋃
A and for all A,B ∈ A the following holds:

if A,B ∈ A are such that A ̸= B and A ∩B ̸= ∅, then A ∩B = {a}, (4.4)

where a is an endpoint of both A and B.
Conversely, let G be a topological space such that G =

⋃
A, where A is a finite nonempty

family of closed subspaces of G such that each element of A is an arc or a topological ray
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and such that for all A,B ∈ A the implication (4.4) holds. We want to show that G is a
graph.

Suppose A = {A0, . . . , Am}. Similarly to [Ilj20, Remark 4.2], we get that there exist
n ∈ N \ {0} and finitely many subsets F0, . . . , Fm of Rn such that Ki is a line segment or
a ray for each i ∈ {0, . . . ,m} and for each i ∈ {0, . . . ,m} there exists a homeomorphism
hi : Ai → Ki such that for all i ̸= j the following holds:

hi(Ai ∩Aj) = hj(Ai ∩Aj) = hi(Ai) ∩ hj(Aj). (4.5)

The fact that A0, . . . , Am are closed in G allows us to glue the maps h0, . . . , hm and to get a
continuous bijection f : G → K0 ∪ · · · ∪Km. Each of the sets K0, . . . ,Km is closed in Rn,
thus also in K0 ∪ · · · ∪Km, and so f−1 is continuous too. Hence f is a homeomorphism.
The equalities (4.5) imply that the family {K0, . . . ,Km} satisfies (2.3), which means that G
is a graph.

If G is a graph and A is a finite nonempty family of closed subspaces of G such that
each element of A is an arc or a topological ray and for all A,B ∈ A the implication (4.4)
holds, then we say that A defines G.

Let R be a topological ray and let x, y ∈ R, x ̸= y. By xyR we denote a (unique)
subspace of R which is an arc with endpoints x and y. Note the following: if a is an endpoint
of R and x ∈ R, x ̸= a, then (R \ axR) ∪ {x} is a topological ray and a closed subspace of R.

The following theorem can be proved in the same way as Theorem 4.1.

Theorem 4.3. Let (X, d, α) be a computable metric space and let S be a semicomputable
graph in this space. Let {A0, . . . , An} be a family of arcs and topological rays which defines S.
Let Γ be the set of all endpoints of S which are uncomputable. Let ε > 0. Then there exist
arcs and topological rays A′

0, . . . , A
′
n such that for each i ∈ {0, . . . , n} the following hold:

(i) if Ai is an arc whose endpoints do not belong to Γ, then A′
i = Ai;

(ii) if Ai is an arc and x and y are endpoints of Ai such that x ∈ Γ and y /∈ Γ, then
A′

i = zyAi, where z ∈ Ai and xz
Ai ⊆ B(x, ε);

(iii) if Ai is an arc and x and y are endpoints of Ai such that x, y ∈ Γ, then A′
i = z1z2

Ai,
where z1, z2 ∈ Ai and xz1

Ai ⊆ B(x, ε), z2y
Ai ⊆ B(y, ε).

(iv) if Ai is a topological ray whose endpoint does not belong to Γ, then A′
i = Ai;

(v) if Ai is a topological ray whose endpoint x belongs to Γ, then A′
i = (Ai \ xzAi) ∪ {z},

where z ∈ Ai and xz
Ai ⊆ B(x, ε);

(vi) the set T = A′
0 ∪ · · · ∪A′

n is a computable graph with computable endpoints.

Although graphs in metric spaces are unbounded in general and therefore the Hausdorff
distance does not make sense in this context, we do have the following immediate consequence
of Theorem 4.3.

Corollary 4.4. Let (X, d, α) be a computable metric space and let S be a semicomputable
graph in this space. Then for each ε > 0 there exists a computable graph T in (X, d, α) such
that T ⊆ S, all endpoints of T are computable and S ≈εT .

4.3. 1-manifolds. A 1-manifold with boundary is a second-countable Hausdorff space
M such that each point of M has a neighborhood homeomorphic to [0,∞⟩. The boundary
∂M of a such an M is defined as the set of all x ∈M such that x has a neighborhood in M
homeomorphic to [0,∞⟩ by a homeomorphism which maps x to 0.
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If M is a 1-manifold with boundary, then each component of M is homeomorphic to
one of these spaces [Sha11]:

R, [0,∞⟩, S1, or [0, 1].

We have the following: R is the union of two rays in R which intersect in a common endpoint,
[0,∞⟩ is a ray in R, S1 is homeomorphic to the union of any three line segments in R2 each
two of which intersect in a common endpoint, and [0, 1] is a line segment in R. In general,
each component is a closed set. So if we additionally assume that M has finitely many
components, it follows that M is a graph. Hence, each 1-manifold with boundary M with
finitely many components is a graph and ∂M is the set of all endpoints of the graph M . We
have the following consequence of Corollary 4.4.

Corollary 4.5. Let (X, d, α) be a computable metric space and let M be a semicomputable
1-manifold in this space such that M has finitely many components. Then for each ε > 0
there exists a computable 1-manifold N in (X, d, α) such that N ⊆M , each point of ∂N is
computable and M ≈εN .
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[Ilj09] Z. Iljazović. Chainable and circularly chainable co-c.e. sets in computable metric spaces. Journal of

Universal Computer Science, 15(6):1206–1235, 2009.
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