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Abstract

Fine-tuning large language models (LLMs) under resource
constraints is a significant challenge in deep learning. Low-
Rank Adaptation (LoRA), pruning, and quantization are all
effective methods for improving resource efficiency. How-
ever, combining them directly often results in suboptimal
performance, especially with uniform quantization across
all model layers. This is due to the complex, uneven in-
terlayer relationships introduced by pruning, necessitating
more refined quantization strategies. To address this, we pro-
pose AutoMixQ, an end-to-end optimization framework that
selects optimal quantization configurations for each LLM
layer. AutoMixQ leverages lightweight performance models
to guide the selection process, significantly reducing time
and computational resources compared to exhaustive search
methods. By incorporating Pareto optimality, AutoMixQ bal-
ances memory usage and performance, approaching the up-
per bounds of model capability under strict resource con-
straints. Our experiments on widely used benchmarks show
that AutoMixQ reduces memory consumption while achiev-
ing superior performance. For example, at a 30% pruning rate
in LLaMA-7B, AutoMixQ achieved 66.21% on BoolQ com-
pared to 62.45% for LoRA and 58.96% for LoftQ, while re-
ducing memory consumption by 35.5% compared to LoRA
and 27.5% compared to LoftQ.

1 Introduction
The advent of large language models (LLMs) has revolution-
ized various natural language processing (NLP) tasks, such
as machine translation (Zhang, Haddow, and Birch 2023;
Sato et al. 2020), sentiment analysis (Zhang et al. 2023a;
Deng et al. 2023), and speech recognition (Min and Wang
2023). Despite their impressive capabilities, the resource
consumption required to obtain a fine-tuned model suitable
for specific tasks remains substantial due to the large num-
ber of parameters and high computational demands of LLMs
(Frantar and Alistarh 2023). To address these issues, various
compression techniques, including pruning (Ma, Fang, and
Wang 2023; Xia et al. 2023), quantization (Shao et al. 2023;
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Lee et al. 2023), and distillation (Gu et al. 2023; Tan et al.
2023), have been proposed. These methods have shown that
compressing large models can lead to better performance at
a lower cost compared to direct training.

Compared to methods that directly compress model pa-
rameters, another memory-efficient fine-tuning method is
Low-Rank Adaptation (LoRA) (Hu et al. 2021), which can
efficiently add additional knowledge while retaining the
original model’s capabilities. Previous works (Ma, Fang, and
Wang 2023; Xia et al. 2023) have logically combined these
two approaches. They first use structured pruning to remove
less important parameters from the model and then apply
LoRA fine-tuning to quickly recover performance. The re-
sulting compressed model closely approximates the perfor-
mance of the pre-pruned model. Recent studies, including
QLoRA (Dettmers et al. 2024) and LoftQ (Li et al. 2023),
have adopted quantization techniques during LoRA fine-
tuning to further reduce memory consumption, but they have
not combined these techniques with pruning. To achieve fur-
ther memory savings by combining pruning and quantiza-
tion in LoRA fine-tuning, one must address the suboptimal-
ity of using fixed configurations across all layers, as existing
research (Zhang et al. 2023c) shows that layer importance
varies. Moreover, pruning disrupts the originally uniform
computational complexity of each layer, making the inter-
layer relationships in the model more complex.

In quantization(Peri, Patel, and Park 2020; Liu et al. 2023;
Frantar et al. 2022; Xiao et al. 2023), higher quantization
precision corresponds to lower errors. Utilizing this prop-
erty, we can effectively allocate computational resources to
different layers through mixed-precision quantization with-
out requiring additional memory. In other words, layer-wise
mixed-precision quantization adapts to the complex inter-
layer relationships mentioned earlier. However, if the quan-
tization configuration for each layer varies across different
models and tasks, it results in countless combinations and a
vast search space. Additionally, testing the performance of
each quantization configuration in practice is highly imprac-
tical due to the time-consuming nature of the process. To
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address the challenge of quickly determining an appropriate
quantization configuration and achieving an optimal balance
between performance and memory consumption, we pro-
pose an innovative end-to-end automatic optimization pro-
cess, AutoMixQ. This learning-based approach leverages a
lightweight performance model and Pareto optimality (Cen-
sor 1977) to efficiently explore the search space and deter-
mine the best quantization precision allocation to balance
performance and memory usage. Our goal is to approximate
the upper bounds of model performance under resource con-
straints.

The main contributions are summarized as follows:

• We combine pruning, quantization, and LoRA in a com-
plementary way, exploring the upper bounds of fine-
tuned model performance under resource constraints, and
formalizing it as an optimization problem.

• We propose an end-to-end automatic optimization pro-
cess that uses lightweight performance model and the
Pareto optimality to self-adjust quantization configura-
tions during fine-tuning, bringing the model closer to the
performance upper bounds.

• Extensive experiments on widely-used benchmarks
demonstrate that AutoMixQ consistently outperforms
both LoRA and LoftQ in terms of memory usage while
achieving comparable or better task performance. For in-
stance, at a 50% pruning rate in LLaMA-7B, AutoMixQ
attains 53.82% on BoolQ compared to 51.80% for LoftQ
and 43.76% for LoRA, while saving up to 7.68 GB of
memory compared to LoRA. Similarly, at a 30% prun-
ing rate, AutoMixQ achieves 66.21% on BoolQ versus
62.45% for LoRA and 58.96% for LoftQ, saving up to
8.13 GB of memory compared to LoRA.

2 Background and Motivation
2.1 Low-Rank Adaptation (LoRA)
For a LLM consisting of n layers, the weight matrices at
each layer, denoted as W , undergo updates through an up-
date matrix ∆W . This update matrix is decomposed into the
product of two low-rank matrices A and B, where A ∈ Rd×r

and B ∈ Rr×d, with r being the rank, a hyperparameter
fixed across all layers. In this approach, the original weight
matrix W remains frozen, while only ∆W , represented by
the product AB, is updated. The forward computation can
be expressed as:

f(x) = (W +∆W )X + b = (WX + b) + (AB)X. (1)

Given the rank r is typically much smaller than the dimen-
sion d, the number of parameters is significantly reduced
from d2 to 2dr. This optimization can reduce the trainable
parameters during the learning.

2.2 Quantization
Quantization. Quantization is an essential technique used
to reduce the computational and memory overhead of large-
scale models by converting high-precision numerical values,
such as a 32-bit floating-point number XHP ∈ R, into a

lower-bit integer representation X INT ∈ {0, 1, . . . , 2N − 1}.
This process is mathematically expressed as:

X INT = round
(
(2N − 1)F

(
XHP)) , (2)

where F (·) : R → [0, 1] is a normalization function. A typ-
ical method is uniform quantization, where F (X) is de-
fined as F (X) = X−Xmin

Xmax−Xmin
. An alternative approach in-

troduced by QLoRA Dettmers et al. (2024) is 4-bit Nor-
malFloat Quantization (NF4), which assumes that the data
follows a normal distribution X ∼ N (0, σ2) and applies
F (X) = Φ(X/σ), with Φ(·) representing the cumulative
distribution function of a standard normal distribution.

Dequantization. To recover the high-precision values
from their quantized forms, a lookup table T is used, which
is defined as:

T [i] = F−1

(
i

2N − 1

)
, i = 0, 1, . . . , 2N − 1, (3)

allowing the integer X INT to be mapped back to its simu-
lated high-precision counterpart XD ∈ R. The dequantiza-
tion process can be represented as:

XD = T [X INT]. (4)

Simulated Quantization for Matrices. In practice, it is
often more efficient to use simulated quantization for matri-
ces rather than directly operating on quantized values (Bai
et al. 2020; Shen et al. 2020). In this method, quantized
weight matrices are stored as encoded integers and are tem-
porarily dequantized into simulated high-precision matrices
during multiplication operations. This process is denoted by
qN (·) : Rm×n → Rm×n

N , where RN : {T [i] ∈ R|0 ≤ i <
2N}.

LoftQ (LoRA-Fine-Tuning-aware Quantization), intro-
duced by Li et al. (2023), is a method that addresses the
performance degradation commonly observed when apply-
ing quantization alongside LoRA fine-tuning. LoftQ miti-
gates this issue by iteratively refining the quantized weights
and their low-rank approximations, thus reducing the dis-
crepancy between the quantized model and its full-precision
counterpart. This process enhances the initialization for
LoRA fine-tuning, resulting in improved performance on
downstream tasks, particularly in low-bit quantization set-
tings.

2.3 The Motivating Example
Efficient fine-tuning of LLMs on resource-constrained de-
vices requires effective model compression and fine-tuning
techniques. We explored the combination of pruning, quanti-
zation, and LoRA fine-tuning to achieve this goal. Structural
pruning reduces model size by removing less important pa-
rameters, but due to the varying importance of different lay-
ers (Zhang et al. 2023c), it often results in uneven pruning
across layers. This uneven pruning leads to a complex and
unbalanced network structure, and standard quantization and
fine-tuning processes, which typically apply a uniform con-
figuration across all layers, may not be the optimal choice.

To explore better configurations, we employed mixed-
precision quantization, assigning different computational re-
sources and complexities to different layers, with the aim of



Pruning Rate BoolQ PIQA HellaSwag WinoGrande ARC-e ARC-c OBQA Memory (GB)

Rate = 20%
LoRA 63.30 76.82 68.68 63.38 63.76 37.11 40.60 35.06
LoftQ 67.77 76.55 68.03 61.80 64.06 38.65 40.00 31.16
LoftQ* 66.42 76.66 67.96 60.93 65.31 38.40 40.00 24.52

Table 1: Overall performance of seven benchmarks for the different fine-tuning configurations. LoftQ denotes using uniform
8-bit quantization for all layers, whereas LoftQ* indicates using mixed-precision quantization.

allowing more important layers to learn with finer granular-
ity.

We conducted experiments using the llama-7b model with
a pruning rate of 20%. The pruning was performed using
the optimal strategy determined by LLM-Pruner, leveraging
its fine-tuning dataset and various hyperparameter configu-
rations. The only differences among the settings are as fol-
lows: 1) using LoRA with a uniform 16-bit configuration
across all layers; 2) initializing with LoftQ and applying a
uniform 8-bit quantization across all layers; and 3) initial-
izing with LoftQ and applying a mixed-precision setting,
where each layer is randomly assigned a quantization bit-
width of either 4 or 8 bits.

As shown in Table 1, Configuration 3 significantly re-
duced overall computational complexity and decreased
memory usage by approximately 30.1% compared to Con-
figuration 1, while still achieving better performance on cer-
tain tasks. Compared to Configuration 2, Configuration 3
reduced overall computational complexity too, with perfor-
mance varying across tasks. This result suggests that for
pruned models, a uniform fine-tuning configuration does not
necessarily represent the performance ceiling, and by more
finely allocating computational resources, the performance
of compressed models can be further enhanced.

3 Method
3.1 Problem Formalization
Inspired by the motivating example in Section 2.3, fine-
grained mixed-precision quantization provides a promising
approach to explore the upper bounds of performance for
pruned models during efficient fine-tuning.

Consider a pruned LLM with L layers. For each layer i
(i ∈ {1, 2, . . . ,L}), we assign a mixed-precision quantiza-
tion configuration qi, which specifies the bit-width used to
represent the weights and activations of the LoRA matrices
during fine-tuning. The overall configuration across all lay-
ers is represented as a vector q = [q1, q2, . . . , qL].

Let P(q) denote the performance of the model on a down-
stream task under the quantization configuration q, and let
M (q) denote the corresponding memory consumption. Our
objective is to optimize the trade-off between these two con-
flicting goals: minimizing memory consumption while max-
imizing performance.

The search space S represents the set of all possible quan-
tization configurations, structured as a tensor with dimen-
sions L × nL, where n is the number of quantization op-
tions. Each element in this tensor corresponds to a specific
configuration that can be applied to the model layers.

It is important to note that the optimal quantization con-
figuration q∗ can vary significantly depending on the spe-
cific model architecture and the task it is being fine-tuned
for. Different models have different sensitivities to quanti-
zation at various layers, and the task will require the model
weights to change in different directions. As a result, there
is no one-size-fits-all configuration, and the challenge lies in
efficiently identifying the best configuration for each unique
model-task combination.

This problem can be formulated as a multi-objective opti-
mization problem, where the goal is to find the suitable con-
figuration q∗ that minimizes the following objective func-
tion:

q∗ = argmin
q∈S

(M (q)− λP(q)) . (5)

where λ is a trade-off parameter that controls the relative im-
portance of memory consumption versus task performance.
By adjusting λ, we can prioritize memory efficiency or per-
formance, ensuring that the selected configuration aligns
with the desired optimization outcome.

The size of this search space S grows exponentially with
L and n , making exhaustive search computationally pro-
hibitive. Evaluating the performance and memory consump-
tion for each configuration in this vast space would require
an immense amount of time and resources, particularly for
large models with numerous layers. This presents a signif-
icant challenge in identifying the optimal quantization con-
figuration.

Given the impracticality of exhaustive search, efficient
optimization techniques are essential to navigate this search
space and identify near-optimal configurations without eval-
uating every possible option. In the following sections, we
address this challenge by introducing a performance model
combined with Pareto optimality to guide the search pro-
cess and efficiently explore the most promising regions of
the configuration space.

3.2 Performance Model and Pareto Optimality
Performance Model. To alleviate the computational burden
of exhaustive search, we introduce the performance model.
This model is designed to predict the performance of unseen
configurations based on a subset of mixed-precision quanti-
zation configurations that have undergone actual fine-tuning.

There are several potential architectures for this model.
One approach is to use a data-driven method, such as a
Multi-Layer Perceptron (MLP) or Transformer model. In
this case, it is crucial to consider the encoding of input con-
figurations, ensuring that the model effectively captures the
relationships between different layers and quantization pre-
cisions. To enhance generalization across various models



and tasks, meta-learning techniques can be employed, al-
lowing the performance model to adapt quickly without re-
quiring retraining from scratch for each new model or task.
However, this approach may necessitate more manual inter-
vention in the design of the encoding scheme.

Alternatively, a Bayesian approach using Gaussian Pro-
cesses (GP) can be implemented. This method involves con-
tinuously updating the model with new data points and us-
ing the GP’s uncertainty estimates to identify the next most
promising configuration to evaluate. The GP model offers a
balance between exploration and exploitation, guiding the
search process by focusing on areas of the configuration
space that are likely to yield the best trade-off between mem-
ory consumption and performance.

The performance model’s objective is to minimize the dif-
ference between predicted and actual performance, which
can be formalized as minimizing the loss function:

Lperf =

N∑
j=1

∣∣∣P(qj)− P̂(qj)
∣∣∣ , (6)

where P(qj) represents the actual performance for configu-
ration qj , P̂(qj) is the predicted performance, and N is the
number of training samples.

Pareto Optimality. In our optimization, we consider
two conflicting objectives: minimizing memory consump-
tion M (q) and maximizing downstream task performance
P(q). A quantization configuration q1 is said to dominate
another configuration q2 if:

M (q1) ≤ M (q2) and P(q1) ≥ P(q2), (7)

with at least one strict inequality. The set of all non-
dominated configurations forms the Pareto frontier, repre-
sented by the Pareto optimal set Q∗:

Q∗ = {q ∈ S | ∄q′ ∈ Sϕ(q′,q)} , (8)

where ϕ(q′,q) represents the condition that M (q′) ≤
M (q) and P(q′) ≥ P(q).

By evaluating the configurations on this Pareto frontier,
we identify those that achieve a balanced trade-off between
memory consumption and performance. The final selection
of the configuration is then made by applying the objec-
tive function previously defined in Equation 5, adjusting the
trade-off parameter λ to prioritize either memory efficiency
or performance, depending on the specific requirements of
the application.

3.3 The Workflow of AutoMixQ
Building upon the problem formalization and the introduc-
tion of our key components, we now present the workflow of
AutoMixQ, which integrates these elements into a cohesive
optimization pipeline.

The workflow is outlined in the figure 1. The process be-
gins with a fine-tuning dataset for a given model and task,
which includes initial performance and memory consump-
tion data under various mixed-precision quantization con-
figurations. These initial data points, while not strictly nec-
essary for models like Gaussian Processes (GP), provide a
solid starting point for the iterative process.

Fine-tuning
dataset

Build Performance 
Model (e.g., GP) 

Pareto 
Optimality

Select next
configuration

Evaluate the 
selection  actually

Update
the model

Figure 1: The workflow of AutoMixQ begins with a fine-
tuning dataset, which is used to build a performance model.
The Pareto frontier is established based on the model’s pre-
dictions and known data, and a configuration that best fits
the objective function is selected. This configuration is then
fine-tuned on the LLM, and the fine-tuning results are used
to update the performance model. This cycle of prediction,
selection, evaluation, and updating continues until the Pareto
frontier stabilizes or a predefined iteration limit is reached.

The performance model, designed to estimate the perfor-
mance of unseen configurations, is then trained on the avail-
able data. In our implementation, we utilize GP due to its
ability to iteratively predict the next most promising config-
uration to evaluate, thus significantly reducing the compu-
tational cost and resource usage compared to purely data-
driven methods.

Next, the model generates predictions for various config-
urations, and these predictions are passed through a Pareto
optimization process. This process identifies a set of con-
figurations on the Pareto frontier, where no other configu-
rations can improve one objective (memory consumption or
performance) without degrading the other. After selecting
a configuration from the Pareto frontier using the objective
function defined in Equation 5, the model undergoes actual
fine-tuning to obtain real performance and memory data.

These new data points are then used to update the perfor-
mance model, enhancing its prediction accuracy. This cycle
of prediction, optimization, evaluation, and updating contin-
ues until the Pareto frontier stabilizes or a predefined itera-
tion limit is reached.

This iterative approach allows AutoMixQ to efficiently
navigate the configuration space, identifying near-optimal
quantization configurations that strike a balance between
memory efficiency and performance, ultimately saving sig-
nificant time and computational resources. The iterative pro-
cess employing GP as the performance model is detailed in
Section 4.2.

4 Experiments
4.1 Experimental Setup
LLMs and Benchmarks. To demonstrate how AutoMixQ
performes on different model, we test it on three open source
large language models: LLaMA-7B (Touvron et al. 2023),
LLaMA-13B (Touvron et al. 2023) and Vicuna-7B (Zheng
et al. 2024), and specific version is stated in the Appendix A.
We conduct these LLMs on zero-shot classification tests for
commonsense reasoning datasets, including BoolQ (Clark



et al. 2019), PIQA (Bisk et al. 2020), HellaSwag (Zellers
et al. 2019), WinoGrande (Sakaguchi et al. 2021), ARC-easy
(Clark et al. 2018), ARC-challenge (Clark et al. 2018), and
OpenbookQA (Mihaylov et al. 2018).
Software and hardware configuration. We utilize the
following configurations: PyTorch version 2.1.2, Bitsand-
Bytes library version 0.43.1, Transformers library version
4.41.0, PEFT (Parameter-Efficient Fine-Tuning) library ver-
sion 0.11.1, Optuna library version 3.6.1, CUDA version
12.4, GPU: NVIDIA L20 GPU with 48GB of memory. Op-
erating System: Ubuntu.
Baselines. To demonstrate the effectiveness of our method,
we compare it against the following three baselines:

• Original Model: The original model without pruning.
• 16-bit LoRA: The pruned model with 16-bit precision,

fine-tuned using the LoRA method.
• 8-bit LoftQ: The pruned model quantized to 8-bit preci-

sion, fine-tuned using the LoftQ method.

Implementation Details. The pruning method follows
LLM-Pruner (Ma, Fang, and Wang 2023), and the dataset
uses 50k publicly available samples from the Alpaca (Taori
et al. 2023). All experiments were conducted with a LoRA
matrix rank of 8, and LoftQ initialization with one iteration.
We utilized BitsandBytes for quantization configuration. For
4-bit quantization, we employed NF4 (Dettmers et al. 2024),
and since 2-bit quantization does not reduce memory usage
(Li et al. 2023), each layer’s quantization configuration only
considered 4-bit and 8-bit options. More detailed hyperpa-
rameter settings can be found in Appendix B.

4.2 Details of The Optimization Workflow.
We illustrated the optimization process, memory, and time
footprint of AutoMixQ using a 50% parameter pruning rate
on llama-7b as an example. We fine-tuned 10 sets of config-
urations as the initialization for the Gaussian Process (GP)
(this is not mandatory; in other experiments, we found that
starting from scratch, a good configuration could be found
in about 10 iterations). In each configuration, the quantiza-
tion precision for all model layers was randomly selected
between 4-bit and 8-bit. On average, obtaining data for each
initialization took approximately 25 minutes. We set the to-
tal number of iterations for AutoMixQ to 40 (resulting in
50 data points for constructing the Pareto front) to ensure
the best configuration was found. The entire process took
approximately 16.5 hours. During AutoMixQ iterations, GP
required around 7s to suggest the next configuration, while
the prediction process and Pareto frontier construction con-
sumed approximately 187MB memory. In Figure 2, we
present the optimization results for BoolQ and Winograd.
More detailed processes and results for other benchmarks
are provided in Appendix C.

4.3 Main Results
We tested models with different pruning rates across the
benchmarks mentioned earlier to compare the performance
of our method against the baselines. We report the perfor-
mance and peak memory usage of the models under different

(a) Pareto-front scatter plot for BoolQ

(b) Pareto-front scatter plot for WinoGrande

Figure 2: Pareto-front scatter plots for BoolQ and Wino-
Grande with 50 data points. The red points indicate the non-
dominated configurations within the Pareto frontier.

fine-tuning methods. Since the LLaMA paper did not pro-
vide specific test prompts, we used the open prompts cre-
ated by Gao et al. (2023) for the benchmarks. The results
for LLaMA-7B and Vicuna-7B are shown in Table 2, for
LLaMA-13B in Appendix D. It would be interesting to test
our method on larger models, such as 70B or higher, but due
to hardware limitations, we have not yet conducted these ex-
periments. Additionally, we present the generation quality
of the fine-tuned models obtained using the three methods
in Appendix E. These results demonstrate the superiority of
AutoMixQ.
Different Tasks Analysis. Across various tasks, AutoMixQ
consistently demonstrated significantly lower memory usage
compared to LoRA and LoftQ, with an average reduction
of 33% relative to LoRA and 25% relative to LoftQ. De-
spite this, AutoMixQ consistently outperforms LoftQ and,
in most cases, surpasses LoRA as well. For example, on the
ARC-c dataset, known for its challenging multiple-choice
questions that require deep reasoning, AutoMixQ achieves
the best performance when fine-tuning LLaMA-7B, outper-



Method BoolQ PIQA HellaSwag WinoGrande ARC-e ARC-c OBQA

LLaMA-7B

Rate = 0% w/o tuning 73.09 78.35 72.98 67.09 67.42 41.38 42.40

Rate = 20%
LoRA 63.30(35.06) 76.82(35.06) 68.68(35.06) 63.38(35.06) 63.76(35.06) 37.11(35.06) 40.60(35.06)
LoftQ 67.77(31.16) 76.55(31.16) 68.03(31.16) 61.80(31.16) 64.06(31.16) 38.65(31.16) 40.00(31.16)

AutoMixQ 67.98(24.17) 77.01(22.83) 68.18(23.32) 62.73(24.42) 66.16(23.48) 38.91(24.42) 40.80(24.14)

Rate = 30%
LoRA 62.45(31.38) 74.37(31.38) 63.14(31.38) 61.96(31.38) 59.22(31.38) 33.70(31.38) 39.60(31.38)
LoftQ 58.96(27.94) 71.22(27.94) 58.10(27.94) 58.88(27.94) 52.19(27.94) 32.34(27.94) 38.40(27.94)

AutoMixQ 66.21(20.26) 74.43(22.14) 61.14(22.15) 61.40(20.63) 58.12(21.67) 34.47(22.15) 39.00(22.15)

Rate = 50%
LoRA 43.76(23.89) 68.88(23.89) 44.85(23.89) 50.99(23.89) 45.20(23.89) 28.75(23.89) 34.60(23.89)
LoftQ 45.14(20.40) 68.34(20.40) 44.39(20.40) 52.96(20.40) 43.86(20.40) 29.01(20.40) 35.80(20.40)

AutoMixQ 48.07(17.69) 68.98(16.23) 44.89(17.35) 54.45(16.41) 45.28(16.46) 29.35(16.41) 36.40(16.78)

Vicuna-7B

Rate = 0% w/o tuning 75.69 77.75 71.06 67.80 69.07 40.78 42.20

Rate = 20%
LoRA 57.77(35.25) 77.56(35.25) 67.16(35.25) 63.14(35.25) 67.30(35.25) 37.71(35.25) 40.40(35.25)
LoftQ 57.95(31.11) 76.82(31.11) 66.42(31.11) 62.51(31.11) 66.62(31.11) 37.37(31.11) 40.60(31.11)

AutoMixQ 59.75(22.56) 77.59(20.88) 67.21(23.95) 62.98(23.47) 67.45(23.47) 37.85(23.99) 41.20(25.22)

Rate = 30%
LoRA 58.81(31.83) 74.37(31.83) 60.70(31.83) 60.62(31.83) 59.01(31.83) 33.79(31.83) 38.80(31.83)
LoftQ 53.85(27.82) 74.76(27.82) 60.65(27.82) 60.06(27.82) 59.72(27.82) 34.30(27.82) 38.20(27.82)

AutoMixQ 56.76(23.06) 75.90(24.02) 60.99(21.68) 60.37(20.69) 60.81(21.68) 34.70(20.65) 39.80(20.65)

Rate = 50%
LoRA 59.51(24.55) 66.87(24.55) 43.18(24.55) 52.01(24.55) 48.40(24.55) 26.45(24.55) 34.00(24.55)
LoftQ 59.51(20.43) 67.90(20.43) 43.30(20.43) 50.83(20.43) 48.82(20.43) 27.73(20.43) 34.60(20.43)

AutoMixQ 60.76(17.24) 68.28(15.76) 43.72(15.76) 52.88(15.50) 49.66(15.49) 27.98(16.90) 35.80(15.49)

Table 2: Zero-shot performance and peak memory usage on LLaMA-7B (top) and Vicuna-7B (bottom) with varying pruning
rates. LoRA uses 16-bit quantization, LoftQ uses 8-bit quantization, and AutoMixQ employs mixed-precision quantization.
‘Bold’ indicates the best performance and memory usage at each pruning rate. The performance is reported in percentage (%),
and the values in parentheses represent peak memory usage(in GB).

forming both LoftQ and LoRA. At a 20% pruning rate, Au-
toMixQ improves accuracy by 1.8% over LoRA while re-
ducing memory usage by 30.2%. The results on BoolQ and
WinoGrande further demonstrate AutoMixQ’s advantages.
In these tasks, which involve binary questions and sentence
completion respectively, AutoMixQ not only achieves the
highest accuracy compared to LoftQ and LoRA but also sig-
nificantly reduces memory usage. On BoolQ, with a 20%
pruning rate, AutoMixQ outperforms LoRA by 4.68% while
reducing memory usage by 30.9%. At a 50% pruning rate on
WinoGrande, AutoMixQ increases accuracy by 3.46% over
LoRA while reducing memory usage by 38.9%. AutoMixQ
also demonstrates clear advantages on Vicuna-7B, indicat-
ing its ability to effectively balance the trade-off between
maintaining accuracy and minimizing memory usage—a
critical factor for deploying models in resource-constrained
environments. This makes AutoMixQ an ideal choice for
scenarios where memory resources are limited but high ac-
curacy is still required.

Different Pruning Rates Analysis. When analyzing the
impact of different pruning rates, AutoMixQ continued to
achieve the best balance between accuracy and memory
efficiency. Particularly at a 50% pruning rate, AutoMixQ
maintains excellent performance while significantly reduc-
ing memory usage, demonstrating its robustness. For in-
stance, in the ARC-e task with LLaMA-7B at a 50% pruning
rate, AutoMixQ matches LoRA in performance but reduces
memory usage by 31.1%. Compared to LoftQ, AutoMixQ
improves performance by 1.42% while reducing memory us-
age by 19.3%. Additionally, in the OBQA task, AutoMixQ
outperforms LoRA by 1.8% while reducing memory usage
by 30%. These results highlight AutoMixQ’s ability to main-
tain high accuracy even under aggressive compression con-
ditions. Furthermore, in the ARC-e task with Vicuna-7B at a

50% pruning rate, AutoMixQ improves accuracy by 1.26%
over LoRA while reducing memory usage by 36.9%. Al-
though the performance improvement over LoftQ is less
than 1%, the memory usage reduction remains significant.
This demonstrates the versatility of the AutoMixQ approach
across different models, further proving AutoMixQ’s capa-
bility to approach the upper bounds of model performance.
Summary. The results show that, under the same fine-tuning
data and settings, AutoMixQ outperforms both LoftQ and
LoRA in terms of performance and memory efficiency, es-
pecially in tasks requiring complex reasoning and at higher
pruning rates. It is important to note that due to its self-
adjusting nature, AutoMixQ is versatile and can be applied
across different pruning methods, models, and tasks. This
makes it an effective solution for deploying large models in
environments with limited hardware resources, as general-
ization, accuracy, and resource usage are critical issues in
real-world applications.

4.4 Ablation Study
In this part, we use LLaMA-7B with 20% pruning rate and a
configuration obtained by the AutoMixQ method to conduct
ablation experiments and all results are shown in Table 3.
Dtype of 4-bit. Performance was compared using different
4-bit data types. The performance of NF4 and FP4 is differ-
ent, which shows that the AutoMixQ method has no depen-
dence on the quantization type.
Adapter initialization Method. Different initial weights for
the adapter layers are tested LoftQ, Gaussian, PiSSA (Meng
2024). There is no obviously dominant initialization method,
but it shows that the AutoMixQ method is effective in dif-
ferent initialization methods.
Adapter Iteration Count. In the performance comparison
of the LoftQ method matrix initialization iterations 1, 2, and



4, the performance decreases with more iterations, which
shows that using low-rank matrix fitting residuals to reduce
quantization errors does not necessarily improve model per-
formance. LoftQ recommends a setting of 1 too.
Importance Estimation Method Tested the pruning pro-
cess parameter importance estimation method. The re-
sults compare the first-order (Element1) and second-order
(Element2) Taylor approximations for estimating the impor-
tance of each parameter. The results show that Element1 pro-
vides better performance than Element2 for all benchmarks.
Although higher-order derivatives can theoretically provide
more precise tuning, no performance improvement was ob-
served, further illustrating the complexity of the layer rela-
tionships in LLMs.

5 Related Work
5.1 Efficient Compression of LLMs
LLM-Pruner (Ma, Fang, and Wang 2023) uses structured
pruning to eliminate non-essential interconnected struc-
tures by leveraging gradient information. This technique
enables compressed models to maintain good performance
across multiple tasks with basic fine-tuning. Santacroce
et al. (2023) proposes Globally Unique Movement (GUM),
a novel pruning technique focusing on the sensitivity and
uniqueness of LLMs’ network components. GUM prunes
neurons that uniquely contribute to the model output and
are sensitive to loss changes, thus preserving high accuracy.
This method optimizes the trade-off between information
retention and computational efficiency. SparseGPT (Frantar
and Alistarh 2023) is a pruning method that transforms the
process into a series of large-scale sparse regression prob-
lems, solvable through Hessian matrix inversion without re-
training. It efficiently prunes large models to high sparsity in
a single step while maintaining high accuracy. Wanda (Sun
et al. 2023) prunes LLMs by selectively removing weights
based on their sizes and input activations, adaptively adjust-
ing sparsity levels to reduce more than half without sacri-
ficing accuracy. Quantization-Aware Training (QAT) com-
bines quantization with full model fine-tuning to adapt mod-
els for downstream tasks (Peri, Patel, and Park 2020; Liu
et al. 2023). Although QAT is effective, it requires sub-
stantial computational resources, such as gradient calcula-
tions and optimization states, and it complicates the gradient
computation for quantized weights. However, by leveraging
LoRA, these challenges can be bypassed during task adap-
tation. Post-Training Quantization (PTQ) frameworks, such
as GPTQ and SmoothQuant (Frantar et al. 2022; Xiao et al.
2023), use a small subset of training data to calibrate high-
precision models, enabling the generation of task-specific
quantized models without the need for gradient backprop-
agation. This makes PTQ more cost-efficient than QAT, al-
though it generally results in lower accuracy.

5.2 Parameter Efficient Fine-Tuning
Houlsby et al. (2019) introduce a transfer learning method
incorporating adapter modules into pre-trained Transformer
models, efficiently handling various NLP tasks with few ad-
ditional parameters while achieving performance compara-

ble to full fine-tuning. LLM-Adapters (Hu et al. 2023) inte-
grate small adapters with few extra parameters into LLMs
for efficient fine-tuning, allowing smaller models to perform
as well as larger ones on specific tasks. Unlike the serial ap-
proach of adapters, low-rank adaptation (LoRA) (Hu et al.
2021) uses a parallel method to insert trainable rank decom-
position matrices into each layer of the model’s architec-
ture. LoRA adds trainable matrices to each layer while keep-
ing the pre-trained weights unchanged, reducing the number
of trainable parameters and making model adaptation faster
and less resource-intensive. LoRA-FA (Zhang et al. 2023b)
freezes the projection-down weight of the LoRA layers and
only updates the projection-up weight, reducing the memory
requirements for fine-tuning. QLora (Dettmers et al. 2024)
combines low-rank adapters and quantized 4-bit weights for
efficient LLM fine-tuning, significantly reducing GPU mem-
ory requirements while achieving performance comparable
to full 16-bit fine-tuning. LoftQ (Li et al. 2023) applies quan-
tization and low-rank approximation alternately to achieve
a good initialization for LoRA fine-tuning, mitigating the
discrepancy between quantized and pre-trained weights, and
enabling efficient fine-tuning of quantized models, particu-
larly in challenging low-bit regimes.

6 Conclusion
We propose a novel fine-tuning framework, AutoMixQ,
which organically combines pruning, quantization, and
LoRA to achieve high-performance fine-tuned models under
low-resource conditions. After formalizing the problem as
an optimization problem, AutoMixQ employs an end-to-end
automatic optimization flow, integrating lightweight perfor-
mance models with Pareto optimality to rapidly self-adjust
the quantization precision of model layers, thereby achiev-
ing the desired objectives. Evaluations conducted on pop-
ular benchmarks confirm that AutoMixQ delivers excellent
memory efficiency and performance. Through an automatic
optimization process, from the perspective of pruning, Au-
toMixQ achieves accuracy that more closely aligns with the
original model; from the perspective of quantization, it en-
sures optimal resource allocation; and from the perspective
of fine-tuning, it strikes a superior balance between perfor-
mance and memory usage. Moreover, its self-adjusting na-
ture ensures its broad applicability.
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A Version of LLMs
We provide the Hugging Face link of LLMs used in
the experiment: LLaMA-7B: https://huggingface.co/
baffo32/decapoda-research-llama-7B-hf; Vicuna-7B:
https://huggingface.co/lmsys/vicuna-7b-v1.5; LLaMA-
13B: https://huggingface.co/yahma/llama-13b-hf

B Hyperparameters
In the optimization of the pruned LLaMA-7B model, a com-
prehensive hyperparameter configuration was employed to
ensure an optimal balance between model performance and
computational efficiency. The model was fine-tuned with a
learning rate of 3 × 10−4, utilizing a batch size of 128, fur-
ther divided into micro batches of 4 to manage memory con-
straints effectively. Sequences were standardized to a maxi-
mum length of 256 tokens, and a dropout of 0.05 was applied
specifically to the LoRA layers targeting projections such as
query, key, value, and output, alongside gate, down, and up
projections. Quantization was dynamically applied at 4-bit
and 8-bit levels according to layer requirements to optimize
memory use without compromising computational accuracy.
The training employed the paged AdamW optimizer with
32-bit precision, enhancing stability and efficiency. These
settings were methodically tested and optimized through the
Optuna framework to ensure robust model performance and
resource utilization.

C Results of Optimization Workflow
In this section, we will use the LLaMA-7B model with 50%
pruning as our example to illustrate the Pareto optimization
workflow, as shown in Figure 4

D Performance in LLaMA-13B
We list the performance of the configuration described in
Section 4.1 for LLaMA-13B in Table 4.

E Sample Generation result
In this section, we present the results on the LLaMA-7B
model using the input prompt ”The universe is the entirety
of space, time, matter, and energy that exists.” We compared
the outcomes generated by LoRA, LoftQ, and our model.
The results demonstrate that our model significantly out-
performs LoftQ and closely approximates LoRA, indicating
the high accuracy of our model. Figure 3a We also provide
the generation result for Vicuna-7B in Figure 3b. For the
Vicuna-7B model, our prompt was ”10 steps to build an iOS
app.” We observed that the results generated by AutoMixQ
were significantly better than those from LoftQ and, com-
pared to LoRA, were more reasonable and accurate.



Pruning Rate Recover BoolQ PIQA HellaSwag WinoGrande ARC-e ARC-c OBQA

Rate = 0% w/o tuning 68.50 79.11 76.21 70.09 74.58 44.54 42.20

Rate = 50%
LORA 61.93(41.32) 71.38(41.32) 53.36(41.32) 53.59(41.32) 29.95(41.32) 53.11(41.32) 38.00(41.32)

LoftQ 61.71(36.68) 72.63(36.68) 56.10(36.68) 55.17(36.68) 31.57(36.68) 55.47(36.68) 38.60(36.68)

AutoMixQ 61.80(30.53) 73.23(30.53) 56.37(30.53) 55.09(31.45) 31.48(30.53) 55.80(31.45) 39.00(30.58)

Table 4: Zero-shot performance and memory of LLaMA-13B in LoRA, LoftQ, and AutoMixQ. ‘Bold’ indicates the best per-
formance at each pruning rate. Reported in percentage (%).

The universe is the entirety of space, time, 
matter, and energy
that exists. There is also a scientific theory 
called the cosmological
principle which asserts that the universe is 
homogeneous,
that is, all the same, with all particles evenly 
distributed. But, as
discussed in Chapter Five, there are many 
versions of cosmology,
including theories that differ from the 
cosmological principle.
These theories, for example, assume that the 
universe is expanding
with a uniform distribution of matter, or that 
it started
from a central source and is being pulled 
outward by the expansion.
In both cases, the cosmological principle 
would... expansion of the universe….

LLaMA-7B with LoRA: LLaMA-7B with LoftQ: LLaMA-7B with AutoMixQ 

The universe is the entirety of space, time, matter, 
and energy
that exists: It is the largest object in the universe, 
and it is expanding.
The universe is expanding at a rate that is faster 
than the speed of light.
This means that the universe is expanding faster 
than the speed of light.
This is a paradox, because the speed of light is the 
fastest thing in the universe.
The universe is expanding faster than the speed of 
light.
This is a very strange phenomenon.
It is called the expansion of the universe.
The expansion of the universe is a measure of the 
rate at which the universe is expanding.
The expansion of the universe is measured by the 
rate at which the universe is expanding.
The rate of expansion is measured by the rate of 

The universe is the entirety of space, 
time, matter, and energy
that exists. It is the only thing that exists, 
and it is infinite.
The universe is a vast, expanding, and 
complex system of interconnected
objects, events, and processes. It is a 
dynamic system that is constantly 
changing
and evolving. The universe is not static, it 
is dynamic.
The universe is not a static system, it is a 
dynamic system.
The universe is not static, it is dynamic.
The universe is not static, it is dynamic.

(a) Sample generation for the LLaMA-7B model with a 20% pruning rate.

10 steps to build an ios app: 
1. Create a new project in Xcode.
2.Open the project and create a new folder 
named "ios" in the project
folder.
3. Create a new file named "app.json" in the 
ios folder.
4. Add the following code to the file:```
{"name": "MyApp","version":
"1.0","author": "Me",
"app_name": "...

Vicuna-7B with LoRA: Vicuna-7B with LoftQ:

10 steps to build an ios app: 
1. Start by creating a new project in Xcode,
2. Create a new folder in the project folder to
store your app's resources.
Create a new folder in the project folder to
store your app's assets.
Create a new folder in the project folder to
store your app's resources.
5. Create a new folder in the project folder to
store your app's files…

Vicuna-7B with AutoMixQ 

10 steps to build an ios app: 
nobody knows what you are doing.
1. Choose a platform: iOS or Android.
2. Choose a programming language: Swift or
Kotlin.
3. Design the app: Use design tools like Sketch, Adobe 
Illustrator, or Xcode to create the
app's layout, graphics, and animations.
4. Develop the app: Write the code for the app using the 
chosen programming language.
5. Test the app: Use a testing device or emulator to test
the app and make sure it works correctly…

(b) Sample generation for the Vicuna-7B model with a 20% pruning rate and a maximum of 128 tokens.
Figure 3: Sample generation for LLaMA-7B and Vicuna-7B models with a 20% pruning rate.



(a) ARC-c (b) ARC-e

(c) HellaSwag (d) OBQA

(e) PIQA

Figure 4: Pareto-front scatter plots for different Downstream Tasks


