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Abstract

Deep learning (DL) methods have shown remarkable
successes in medical image segmentation, often using large
amounts of annotated data for model training. However,
acquiring a large number of diverse labeled 3D medical
image datasets is highly difficult and expensive. Recently,
mask propagation DL methods were developed to reduce
the annotation burden on 3D medical images. For example,
Sli2Vol [59] proposed a self-supervised framework (SSF)
to learn correspondences by matching neighboring slices
via slice reconstruction in the training stage; the learned
correspondences were then used to propagate a labeled
slice to other slices in the test stage. But, these meth-
ods are still prone to error accumulation due to the inter-
slice propagation of reconstruction errors. Also, they do
not handle discontinuities well, which can occur between
consecutive slices in 3D images, as they emphasize exploit-
ing object continuity. To address these challenges, in this
work, we propose a new SSF, called Sli2Vol+, for segment-
ing any anatomical structures in 3D medical images using
only a single annotated slice per training and testing vol-
ume. Specifically, in the training stage, we first propagate
an annotated 2D slice of a training volume to the other
slices, generating pseudo-labels (PLs). Then, we develop a
novel Object Estimation Guided Correspondence Flow Net-
work to learn reliable correspondences between consecu-
tive slices and corresponding PLs in a self-supervised man-
ner. In the test stage, such correspondences are utilized to
propagate a single annotated slice to the other slices of a
test volume. We demonstrate the effectiveness of our method
on various medical image segmentation tasks with differ-
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ent datasets, showing better generalizability across differ-
ent organs, modalities, and modals. Code is available at
https://github.com/adlsn/Sli2Volplus

1. Introduction

Image segmentation is a critical task in medical image
analysis, providing anatomical structure information essen-
tial for disease diagnosis and treatment planning [6, 35].
Known deep learning (DL) methods have achieved state-of-
the-art (SOTA) performance in many medical image seg-
mentation tasks, including convolutional neural network
(CNN)-based methods [13, 20, 33, 39, 69], Transformer-
based methods [5, 21], and hybrid approaches [12, 14, 43,
66]. However, these DL methods require abundant labeled
training data to attain satisfactory performance. Labeling
large amounts of medical image data, especially for 3D im-
ages, is highly difficult and expensive as this process re-
quires domain-specific expertise, and pixel/voxel-wise an-
notations can be very labor-intensive and time-consuming.

Four main methods have been proposed to address the
data-annotation burden. The first type explores the potential
of non-annotated data through semi-supervised [38, 63, 68]
and self-supervised [48,61,62,70] methods to reduce the de-
mand for labeled data. The second type leverages the seg-
ment anything model (SAM) [25] for medical image seg-
mentation (e.g., [11, 15, 17, 30–32, 42, 67]). However, the
applicability of these methods to medical image segmenta-
tion remains limited due to the significant differences be-
tween natural images and medical images. The third type is
weakly-supervised methods, such as image-level [7,18,26],
patch-level [10,56,57], bounding box [24,36,47], scribbles-
level [51], and even point-level [37, 60] labeling, using
rough annotations as supervision. But these methods typ-
ically yield sub-optimal performance [64] because accurate
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delineation data are not available for model training. The
fourth type annotates only “worthy” samples that help im-
prove the final segmentation accuracy, e.g., active learning
methods [9, 44, 52, 58]. However, active learning meth-
ods require medical experts to provide annotations inter-
actively, often leading to a “human-machine disharmony”
problem. To address the annotation bottleneck, some stud-
ies [64, 65] managed to avoid human-machine iterations by
selecting representative samples to annotate in one shot, but
still needed to annotate a considerable amount of samples.

To reduce the annotation burden, two main types of mask
propagation DL methods have been developed. The first
type is slice reconstruction, which propagates an annotated
2D slice through the entire 3D volume by matching cor-
respondences between consecutive slices [54, 59]. The sec-
ond type is slice registration, which propagates an annotated
2D slice throughout the 3D volume by establishing spatial
transformations between consecutive slices [3,4,28,34]. For
example, in Sli2Vol [59], a self-supervised method was pro-
posed to propagate a provided labeled slice for segmenta-
tion. Specifically, it first learns correspondences from ad-
jacent slices by solving a slice reconstruction task in the
training stage. Then, in the test stage, the learned corre-
spondences are leveraged to propagate a labeled slice to the
other slices for segmentation. Despite their success, these
methods still suffer from several drawbacks: (i) They are
prone to error drift (i.e., error accumulation) due to the inter-
slice propagation of reconstruction/registration errors. (ii)
They do not handle discontinuity well (e.g., unseen objects
emerging or seen objects ending), which can occur between
consecutive slices in 3D images, as they focus on exploit-
ing object continuity. Observe that, intuitively, by incorpo-
rating segmentation/pseudo-labels (PLs) to provide certain
supervision for slice reconstruction in the training stage, the
correspondences can be better learned and more reliable, as
object discontinuity can be compensated by PLs.

In this work, we propose a new self-supervised mask
propagation framework, called Sli2Vol+, for segmenting
any anatomical structures in 3D medical images by label-
ing only a single slice per training and testing volume.
Specifically, in the training stage, we first generate PLs
for the training volumes by propagating a provided labeled
slice to the other slices in each volume using Sli2Vol [59].
Then, we introduce a new Object Estimation Guided Cor-
respondence Flow Network (OEG-CFN) to learn reliable
correspondences for subsequent propagation. In the test
stage, the learned correspondences are utilized to propagate
a labeled slice to the other slices of a test volume. Un-
like Sli2Vol [59], we design OEG-CFN to learn correspon-
dences between both consecutive slices and corresponding
PLs in a self-supervised manner. Intuitively, the included
PLs guide the model to focus on the estimated objects dur-
ing the correspondence learning process, effectively ad-

dressing the error drift and discontinuity issues. Extensive
experiments on nine public datasets (both CT and MRI)
covering ten different structures of interest (SOIs) show the
effectiveness of our new method and the improved general-
izability across different SOIs, modalities, and modals.

Our main contributions are three-fold: (i) We propose a
new self-supervised mask propagation framework for seg-
menting any anatomical structures in 3D medical images
using only a single annotated slice in each training and
testing volume. (ii) We develop a new Object Estima-
tion Guided Correspondence Flow Network (OEG-CFN) to
learn reliable correspondences between consecutive slices
and corresponding PLs in a self-supervised manner, effec-
tively addressing the error drift and discontinuity issues.
(iii) Our method achieves significant improvements on nine
public datasets (both CT and MRI) over known methods,
and demonstrates better generalizability across different
SOIs, modalities, and modals.

2. Related Work

To alleviate the burden of manual annotation and en-
hance generalizability in 3D medical image segmentation,
mask propagation DL methods have been proposed, includ-
ing slice reconstruction-based methods [54, 59] and slice
registration-based methods [3, 4, 28, 34].

Different annotation scenarios were considered using the
known mask propagation DL methods. One scenario in-
volves labeling one slice per training volume (e.g., [4])
without any labels on test volumes. However, these meth-
ods may not work well with new objects in test volumes.
Another scenario involves labeling one slice per test vol-
ume (e.g., [3, 59]) without using any labels of training vol-
umes. In particular, Sli2Vol [59] uses only a single anno-
tated slice per test volume. But these methods do not lever-
age training labels and may not perform well. We combine
the above two scenarios, labeling one slice per training vol-
ume and one slice per test volume. Compared to [3,59], our
Sli2Vol+ requires an additional amount of very sparse an-
notations (i.e., a single annotated slice per training volume).

Incorporating information between nearby slices in vol-
umetric data can be achieved in various ways. For example,
CSA-Net [19] used pixel-level cross-slice attention to en-
hance the segmentation of a central slice, while CSAM [27]
employed slice-level attention across feature maps at mul-
tiple scales. Both these methods followed a standard 2.5D
approach by stacking neighboring slices. However, com-
pared to existing mask propagation approaches, these meth-
ods tend to be less memory efficient.
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Figure 1. The pipeline of our proposed framework. (a) Training stage: Adjacent 2D slices and their corresponding generated pseudo-
labels (PLs) are sampled from a 3D volume to train the Object Estimation Guided Correspondence Flow Network (OEG-CFN). (b) The
architecture of OEG-CFN. (c) Test stage: The trained OEG-CFN is used to propagate a labeled slice to the other slices of the entire volume
(five slices of a test volume are shown in the example). Red annotations represent ground truth segmentations, yellow and pink annotations
represent PLs, and orange annotations represent the final segmentations.

⊗
denotes matrix multiplication.

3. Method

3.1. Problem Formulation and Method Overview

Problem Formulation. Let Xtrain = {X1, X2, . . .,
XN} be a given set of N 3D training images, where each
volume Xi contains D 2D slices, Xi = (Si

1, S
i
2, . . . , S

i
D),

and only a single annotated slice is provided for each Xi.
Given a 3D testing image Xtest = (S′

1, S
′
2, . . . , S

′
D′), our

goal is to segment the SOIs in the test volume with a given
2D segmentation mask of a single slice S′

j in Xtest.

Overview of the Method. As shown in Fig. 1, our
Sli2Vol+ pipeline consists of the following main steps. In
the training stage, we first generate and refine PLs for all
the training volumes. Then, we learn the pixel-wise corre-
spondences between adjacent slices and the corresponding
PLs in a self-supervised manner using the proposed Object
Estimation Guided Correspondence Flow Network (OEG-
CFN). In the test stage, the trained OEG-CFN is used to
propagate an annotated slice to the other slices in the test
volume, generating segmentation of the entire volume.

3.2. Correspondence Learning with Object Estima-
tion Guided Correspondence Flow Network

Review of Sli2Vol. Sli2Vol [59] is an interesting and
closely related mask propagation DL method, which pro-
posed a self-supervised approach for learning dense corre-
spondences by matching neighboring slices via slice recon-
struction. The learned correspondences (i.e., a set of affinity
matrices) are then used for mask propagation by weighting
and copying pixels between consecutive slices in the test
stage. Specifically, in the training stage, pairs of adjacent
slices sampled from a training volume, {Sj ,Sj+1}, are fed
to a CNN network, ConvNet (parameterized by ψ(·; θ)), to
learn features of the key kj and query qj+1, as:

[kj , qj+1] = [ψ(g(Sj); θ), ψ(g(Sj+1); θ)], (1)

where g(·) denotes an edge profile generator for the in-
formation bottleneck. Then, an affinity matrix Aj→j+1 is
computed from kj and qj+1 to represent the feature simi-
larity between slices Sj and Sj+1, as:

Aj→j+1(u, v) =
exp⟨qj+1(u, :),kj(v, :)⟩∑
p∈Ω exp⟨qj+1(u, :),kj(p, :)⟩

, (2)



Method
Dice

Decath-spleen Decath-liver
TransUNet [8] 0.950 ± 0.013 0.944 ± 0.020
CoTr [55] 0.954 ± 0.018 0.942 ± 0.014
UNETR [14] 0.964 ± 0.016 0.961 ± 0.015
UNETR++ [43] 0.971 ± 0.012 0.964 ± 0.010

Table 1. Segmentation results of different models on the Decath-
spleen and liver datasets [45]. The best results are marked in bold.

where ⟨·,·⟩ denotes the dot product of two vectors, and Ω is
a window surrounding pixels of v for computing local atten-
tion. In the test stage, the affinity matrices thus computed
are leveraged to propagate the given mask of a single slice
to the other slices for the segmentation of a test volume.

Sli2Vol [59] focuses on exploiting object continuity, i.e.,
it is capable of propagating the labels of a slice to its neigh-
boring slices well when there are no drastic changes be-
tween these slices. But, this assumption is often not held
in 3D medical images, where discontinuities may occur be-
tween consecutive slices: Unseen objects may emerge, or
seen objects may end. This gives rise to error drift and dis-
continuity issues, and may incur sub-optimal performance.

Our idea is that by including segmentation/PLs to pro-
vide certain supervision for the slice reconstruction, the cor-
respondences can be better learned to handle these issues.
Hence, we propose a new self-supervised approach that
consists of the following steps: PLs generation, PLs refine-
ment, and correspondence learning with an Object Estima-
tion Guided Correspondence Flow Network (OEG-CFN).

PLs Generation. Given a training volumeX = (S1, S2,
. . . , SD) and the annotation Yj of a single slice Sj , we
apply Sli2Vol [59] to propagate the annotation Yj to the
other slices, generating PLs for the whole volume X . How-
ever, Sli2Vol [59] neglects global 3D information within the
whole volume as it determines the correspondences using
only adjacent slices without considering the entire context.

PLs Refinement. To address this issue, we utilize a
SOTA 3D model (i.e., UNETR++ [43]) to refine the PLs.
Specifically, we use the generated PLs of all the training
slices to train UNETR++ [43]. Then, we apply the trained
UNETR++ to the entire training volume X to refine the
PLs. By considering the 3D information of X , the qual-
ity of the PLs is improved. We experimentally choose UN-
ETR++ [43] as our 3D model because it yields the best per-
formance for medical image segmentation (see Table 1).

Object Estimation Guided Correspondence Flow
Network (OEG-CFN). To include PLs for providing su-
pervision for slice reconstruction, we propose a new Object
Estimation Guided Correspondence Flow Network (OEG-
CFN) to learn reliable correspondences. Our idea is to de-
compose the key and query features into two sets so that
those features learned from consecutive slices handle con-

tinuity, and the features learned from PLs handle discon-
tinuity. As shown in Fig. 1(b), OEG-CFN has two paths.
The top path uses a ConvNet to learn the key and query fea-
tures from consecutive slices, while the bottom path learns
another two sets of key and query features using PLs with
a ConvNet. Both the ConvNets share the same architec-
ture and parameters. The key and query features learned
from the slices and PLs are then concatenated respectively
to form the final key and query features, which are subse-
quently used to compute the affinity matrix as in Eq. (2).

The PLs thus generated provide information on the es-
timated objects, helping our OEG-CFN deal with the dis-
continuity issue effectively and improve label propagation
quality by learning correspondences from the PLs.

3.3. Gradient Enhanced Image Generator

The model seeks to learn reliable correspondences by
solving the slice reconstruction pre-text task [59]. In or-
der to achieve this, the slice reconstruction pre-text task
should not be solved merely in a simple way (e.g., by
simply matching the pixel intensities of two neighboring
slices). Sli2Vol [59] proposed an edge profile generator
(i.e., computing the first-order derivatives of each pixel’s
intensity value) as an information bottleneck to avoid triv-
ial solutions. This encourages the model to focus more on
the edges during slice reconstruction. However, it still has
several drawbacks: (1) The edge profile generator that uti-
lizes first-order derivatives is highly sensitive to noise; small
variations in pixel intensity can cause significant changes in
the derivative values, leading to sub-optimal performance.
(2) It can detect regions accurately only with high-intensity
changes, resulting in inaccurate representation of the edges.

To address these issues, we propose to generate gradient-
enhanced images. Specifically, given a slice, we first trans-
form the intensity value of each pixel into a normalized his-
togram of second-order derivatives, computed in d different
directions and at s different scales, and then apply softmax
normalization across all the derivative values, as:

G(s, d, p) = softmax(
∂2

∂x21,1
I(p),

∂2

∂x21,2
I(p), . . . ,

∂2

∂x2(d,s)
I(p)),

(3)
where I(p) denotes the intensity value of a pixel p, and
∂2/∂x2i,j is the second-order derivative along direction i at
scale j. Here, scales refer to the window sizes used to com-
pute the second-order derivative of the center pixel in the
window. After that, we concatenate these values with the in-
tensity values to form a gradient-enhanced image. We refer
to this as the gradient-enhanced image generator (GEIG).

Using the gradient-enhanced images, the model learns
the correspondences. This method is designed to enable the
model to learn more reliable correspondences during slice
reconstruction because of several benefits of the gradient-
enhanced images: (1) They are capable of mitigating noise



sensitivity by considering the rate of change of the gradient
rather than the intensity values; (2) they enable more precise
edge localization by detecting zero-crossings, which corre-
spond to the actual positions of the edges.

3.4. Inference with Mask Propagation

Our Sli2Vol+ takes a pair of slices as input and finds the
correspondences that map one slice to the other. It is trained
on all pairs of consecutive training slices. Once trained,
in the test stage, given two consecutive slices x, x′, it can
compute the correspondences that map x to its neighboring
slice x′. Thus, the mask of x′ can be estimated by applying
the correspondences to the mask of x, allowing the masks
of the neighboring slices of a labeled slice to be generated.

Specifically, given a test volume Xtest = (S′
1, S

′
2,

. . . , S′
D′), two consecutive slices S′

i and S′
i+1 are sampled

from Xtest. The gradient-enhanced images are then com-
puted using GEIG (Section 3.3), and these images are fed
to the trained model to obtain the affinity matrix Ai→i+1.
This matrix is then used to propagate a mask M̂i of slice S′

i

to generate the mask M̂i+1 of slice S′
i+1, as:

M̂i+1(u, :) =
∑
v

Ai→i+1(u, v)M̂i(v, :). (4)

Note that, unlike in the training stage, no PLs of the
slices are needed for computing the affinity matrix during
the test stage. This process of computations is then repeated
for another two consecutive slices, say S′

i+1 and S′
i+2, in

either direction until the whole test volume is covered (an
example is shown in Fig. 1(c)).

4. Experiments
4.1. Datasets

We evaluate our proposed Sli2Vol+ framework on nine
public datasets (in CT and MRI) with ten different SOIs.

In the CT modality, we train our model on three datasets:
C4KC-KiTS [16], CT-LN [41], and CT-Pancreas [40],
and test on seven different CT datasets: Sliver07 [50],
CHAOS [22], 3Dircadb-01 and 3Dircadb-02 [46], and
Decath-Spleen, Decath-Liver, and Decath-Pancreas [45], as
well as one MRI dataset, Decath-Heart [45], spanning nine
SOIs: Left atrium (LA), Liver (Liv), Spleen (Spl), Pancreas
(Pan), Heart (Hea), Gallbladder (Gal), Kidney (Kid), Surre-
nal gland (Sur), and Lung (Lun).

In the MRI modality, we train our model on the Decath-
Brain Tumours dataset [45], with the FLAIR, T1w, T1gd,
and T2w modals. Specifically, we train our model on the
T1w modal and test on the FLAIR, T1gd, and T2w modals.

We repeat the experiments five times with different ran-
dom seeds and report the mean Dice scores ± standard de-
viation.

4.2. Implementation Details

Our experiments are conducted using the PyTorch li-
brary. Model training is performed on an NVIDIA A40
Graphics Card with 48GB GPU memory, utilizing the
AdamW optimizer [29] with a weight decay of 0.005. The
learning rate is set to 0.0001, and the number of training
epochs is 4 for the experiments. The batch size for each
case is set to the maximum size allowed by the GPU.

For UNETR++ [43], the learning rate is 0.01, with 1000
training epochs. The optimizer is SGD with a weight decay
of 0.00003 and a momentum of 0.99.

4.3. Baseline Comparison

Following Sli2Vol [59], we compare our Sli2Vol+ with
three types of baselines. (1) We compare two approaches
trained on fully annotated 3D data, demonstrating the per-
formance of SOTA fully supervised models with or with-
out domain shifts. Fully Supervised-Same Domain (FS-
SD) refers to the scenario where the training and testing
data come from the same dataset. Results of SOTA meth-
ods [1, 20, 23, 49] and UNETR++ [43] trained by us are
reported. Fully Supervised-Different Domain (FS-DD)
aims to evaluate the generalizability of fully supervised ap-
proaches when training and testing data come from different
domains. (2) We consider the scenario when only a single
annotated slice is provided in each test volume to train a
UNETR++ [43] model, referred to as Fully Supervised-
Single Slice (FS-SS). For example, in the CHAOS [22]
dataset, the UNETR++ model is trained on 20 annotated
slices (a single slice from each volume) and tested on the
same set of 20 volumes. This approach utilizes the same
amount of manual annotations as Sli2Vol+, to investigate
whether a model trained on single slice annotations is suf-
ficient to generalize to the whole volume. (3) We compare
with several SOTA mask propagation methods, including
VoxelMorph (VM) [2], Sli2Vol [59], and Vol2Flow [3].

Following Sli2Vol [59], we randomly pick one of the ±3
slices around the slice with the largest ground truth (GT)
annotation as an annotated slice.

5. Results and Discussions
5.1. Quantitative Results

We compare our proposed Sli2Vol+, which needs a sin-
gle annotated slice in each training and testing volume,
with two methods trained with fully annotated data and four
semi-supervised methods which require only a single anno-
tated slice per test volume.

Table 2 presents a quantitative comparison of various
methods on datasets in both CT and MRI. From these re-
sults, we observe the following. (1) Compared to the SOTA
performance achieved by the Fully Supervised-Same Do-
main (FS-SD) (row (a)), a significant performance drop



Modality Abdominal and Chest CT
Training Dataset

(for rows (e) to (i)) C4KC-KiTS, CT-LN, and CT-Pancreas

Testing Dataset
Decath-
Hea (MRI) Sliver07 CHAOS

Decath-
Liv

Decath-
Spl

Decath-
Pan 3D-IRCADb-01 and 3D-IRCADb-02

ROI LA Liv Liv Liv Spl Pan Hea Gal Kid Sur Liv Lun Pan Spl Mean
# of Volumes 20 20 20 131 41 281 3 8 17 11 22 12 4 7

Trained with Fully Annotated Data

(a) FS-SD 92.7 [20]
(94.4)

94.8 [1]
(96.2)

97.8 [23]
(96.4)

95.4 [20]
(95.9)

96.0 [20]
(97.1)

79.3 [20]
(79.5)

-
(97.7)

-
(72.4)

-
(97.1 )

-
(69.7)

96.5 [49]
(96.5)

-
(96.9)

-
(72.4)

-
(94.2)

-
(89.7)

(b) FS-DD -
74.8
±13.2

76.5
±8.8

56.0
±23.6 - - - - - - - - - - -

Semi-supervised

(c) FS-SS 47.7
±6.8

85.3
±5.1

79.1
±6.4

84.6
±2.7

75.6
±9.6

50.3
±11.5

23.3
±6.9

44.6
±16.1

58.4
±14.3

27.7
±16.3

81.2
±8.2

80.8
±9.9

18.2
±6.7

59.2
±5.4 58.3

(d) VM [2] 39.5
±7.6

57.2
±9.8

66.5
±10.5

38.5
±12.5

61.5
±19.5

21.4
±6.7

20.3
±6.5

20.2
±12.2

70.1
±18.6

41.1
±15.3

60.5
±9.7

38.7
±21.2

28.3
±11.0

54.1
±12.4 41.1

(e) Sli2Vol [59] 51.6
±8.2

87.9
±6.3

89.4
±3.1

84.0
±8.8

88.7
±7.7

51.4
±10.6

79.4
±7.3

43.2
±24.3

92.2
±5.8

45.0
±15.6

87.0
±3.6

80.8
±6.2

54.4
±6.4

91.6
±4.0 73.3

(f) Vol2Flow [3] 51.1
±9.6

92.1
±4.8

84.4
±4.1

85.4
±6.5

88.7
±10.2

57.3
±7.3

80.3
±6.9

57.2
±16.4

88.4
±6.2

42.3
±14.4

88.6
±2.7

83.5
±2.2

62.4
±9.5

87.4
±7.5 74.9

Sli2Vol+ Ablation Study
(g) PLs
+ OEG-CFN

52.3
±8.4

88.2
±3.9

89.8
±2.3

85.3
±6.0

90.2
±4.7

50.6
±12.2

88.1
±5.4

64.2
±8.4

92.7
±4.6

49.6
±17.4

86.2
±3.2

93.2
±5.4

52.4
±7.3

91.1
±3.6 76.7

(h) Refined PLs
+ OEG-CFN

52.4
±7.3

88.4
±3.3

90.6
±2.5

86.7
±7.9

90.7
±3.5

50.7
±10.3

88.7
±4.9

65.1
±8.2

93.2
±4.4

50.1
±17.1

86.8
±3.3

94.5
±2.0

52.2
±7.9

91.8
±2.7 77.3

(i) Refined PLs
+ OEG-CFN
+ GEIG (Ours)

54.9
±7.4

88.7
±5.1

91.2
±3.0

88.4
±5.6

92.6
±3.3

52.0
±10.1

90.6
±2.9

68.7
±7.0

94.2
±2.1

52.0
±17.2

87.4
±2.8

96.3
±1.9

54.4
±6.1

92.8
±2.8 78.9

Table 2. Results (mean Dice scores ± standard deviation) of different methods on various datasets. Row (a) gives results of SOTA
methods [1, 20, 23, 49] and UNETR++ [43] trained by us (values in the brackets). The results in row (a) and row (b) are only partially
available in the literature and are reported to demonstrate the approximate upper-bound and limitations of the fully supervised methods,
which are not meant to be compared directly to our proposed approach. The best fully supervised results are marked in bold. The best
results of the semi-supervised methods are underlined. The same for Table 3.

Modality MRI
Training Dataset

(for rows (e) to (i)) Brain Tumor (T1w modal)

Testing Dataset FLAIR modal T1gd modal T2w modal
ROI Tumor Tumor Tumor Mean

# of Volumes 266 266 266
Trained with Fully Annotated Data

(a) FS-SD 93.6 92.1 93.3 93.0
(b) FS-DD 72.6 ±11.7 72.3 ±12.5 69.2 ±14.8 71.4

Semi-supervised
(c) FS-SS 44.6 ±7.9 45.8 ±7.2 43.3 ±8.6 44.6
(d) VM [2] 35.9 ±8.4 36.5 ±12.4 34.4 ±10.7 35.6
(e) Sli2Vol [59] 49.5 ±7.8 50.9 ±6.6 51.3 ±7.5 50.6
(f) Vol2Flow [3] 48.8 ±9.7 51.0 ±10.1 52.1 ±8.8 50.6
Sli2Vol+ Ablation Study
(g) PLs + OEG-CFN 53.9 ±7.4 51.6 ±7.1 51.9 ±6.2 52.5
(h) Refined PLs
+ OEG-CFN 54.2 ±7.7 52.3 ±7.2 52.2 ±6.7 52.9

(i) Refined PLs
+ OEG-CFN
+ GEIG (Ours)

54.9 ±7.6 53.6 ±6.9 53.7 ±6.4 54.1

Table 3. Results of various methods on the MRI datasets with
different modals. Row (a) gives results of UNETR++ [43] trained
by us. The results in row (a) and row (b) are reported just to
demonstrate the approximate upper-bound and limitations of the
fully supervised methods, which are not meant to be compared
directly to our proposed approach.

(over 20 in Dice score) can be seen for cross-domain eval-
uation (same SOIs, different datasets) (row (b)), by com-
paring row (b) with the values inside the brackets in row

Method Dice

SAM [25] 0.602 ± 0.024
MedSAM [30] 0.774 ± 0.019
ScribblePrompt [53] 0.955 ± 0.007

Table 4. Segmentation results of different segmentation founda-
tion models or interactive segmentation tools on the Decath-Brain
Tumours dataset [45].

Modality MRI
Training Dataset Brain Tumor (T1w modal)
Testing Dataset FLAIR modal T1gd modal T2w modal

ROI Tumor Tumor Tumor Mean
# of Volumes 266 266 266

(a) Sli2Vol+ (Ours) 54.9 ±7.6 53.6 ±6.9 53.7 ±6.4 54.1
(b) Sli2Vol+ (using
ScribblePrompt [53]) 54.6 ±7.2 52.8 ±7.3 53.9 ±7.1 53.8

Table 5. Results of various methods on the MRI datasets with
different modals. In row (b), ScribblePrompt [53] is utilized to
generate the single slice annotations of the training volumes.

(a). Yet, our method shows a drop of less than 7 Dice
score, suggesting its potential for addressing domain shift
problems. (2) With the same amount of annotations (i.e.,
only a single annotated slice per test volume), our method
(row (i)) significantly outperforms Fully Supervised-Single
Slice (FS-SS) (row (c)) on all the datasets (p < 0.05, t-



GT

Labeled slice

VM
Sl

i2V
ol

Vo
l2F

lo
w

Ou
rs

29th 19th 9th 19th 29th 39th

Labeled slice

GT
VM

Sl
i2V

ol
Vo

l2F
lo

w
Ou

rs

8th 7th 6th 3th 4th 5thLabeled slice

Figure 2. Examples of segmentation results by different methods on the Decath-Liver (top) and Decath-Spleen (bottom) datasets [45]. In
the examples, a labeled slice is propagated in two directions, and the “i-th” represents the position of a slice to which the labeled slice is
propagated in that direction.

test), with an average Dice score margin of over 20. (3)
For propagation-based methods (rows (d)-(f)), our method
outperforms VM [2], Sli2Vol [59], and Vol2Flow [3] on
all the datasets. This suggests that our method incurs less
severe error drifts thanks to its inclusion of PLs. Specifi-
cally, our method improves Sli2Vol [59] by an average of
5.6 Dice score, demonstrating that our assumption (i.e., in-
cluding PLs to provide supervision for slice reconstruction
leads to better and more reliable correspondences) is valid.
(4) Our method outperforms FS-SS, VM [2], Sli2Vol [59],
and Vol2Flow [3] for cross-modality evaluation (i.e., differ-
ent SOIs, different modalities), showing its better general-

izability in cross-modality tasks.
Table 3 gives a quantitative comparison of various meth-

ods on the MRI datasets with different modals. We use
the T1w modal data for training and test the data with the
FLAIR, T1gd, and T2w modals. From these results, we
observe the following. (1) Our method significantly out-
performs the FS-SS (row (c)) (p < 0.05, t-test), with an
average Dice score margin of over 9, using only a single
annotated slice per volume. This demonstrates the effec-
tiveness of our method in reducing the annotation burden.
(2) Our method outperforms the SOTA mask propagation
methods (i.e., VM [2], Sli2Vol [59], and Vol2Flow [3]) in



cross-modal evaluation (i.e., same SOIs, different modals),
showing its better generalizability across different modals.

5.2. Qualitative Results

Fig. 2 presents some examples of segmentation results
by VM [2], Sli2Vol [59], Vol2Flow [3], and our method
on the Decath-Liver (top) and Decath-Spleen (bottom)
datasets [45], with GT given as reference.

From the visual segmentation results in Fig. 2, we can
observe the following. (1) When propagating to slices that
are far away from the labeled slice, the segmentation results
produced by our method are significantly better than those
produced by the known mask propagation methods (e.g.,
see the segmentation results of the 29th and 39th slices).
This validates that our method better handles the error ac-
cumulation issue during propagation. (2) When propagating
to slices where seen objects end, our method can still prop-
agate well. For example, the spleen almost ends from the
7th slice to the 8th slice, yet our method generates accurate
segmentation results. However, the other mask propagation
methods generate false positives. This demonstrates that
our method effectively deals with the discontinuity issue.

5.3. Annotation Cost Analysis

Although our method requires an additional single slice
annotation per training volume compared to Sli2Vol [59],
which only needs a single slice annotation per test volume,
the annotation efforts for our method are still relatively low
(e.g., involving only a few hundred slices even for large
training datasets, such as C4KC-KiTS [16] with 300 train-
ing volumes). Considering the significant improvements it
provides, the additional annotation efforts are worthwhile.

We would like to note that the additional annotation ef-
fort of Sli2Vol+ can be further reduced by utilizing seg-
mentation foundation models (e.g., SAM [25] and Med-
SAM [30]) or interactive biomedical image segmentation
tools (e.g., ScribblePrompt [53]) to automatically generate
annotations for training volumes. We evaluate SAM [25],
MedSAM [30], and ScribblePrompt [53] on the Decath-
Brain Tumours dataset [45]. Their quantitative segmenta-
tion results are reported in Table 4, and some visual results
are shown in Fig. 3. Since ScribblePrompt [53] yielded
the best performance in these experiments, we selected it
to generate the annotations for the training volumes.

Table 5 reports the results of our method using segmen-
tations generated by ScribblePrompt [53] (not the GT anno-
tations). It achieves comparable performance.

5.4. Ablation Study

To examine the effects of different key components in
our method, we conduct an ablation study on both the CT
and MRI datasets, as shown in Tables 2 and 3. We observe
the following. (1) When using our OEG-CFN to learn the
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SAM ScribblePrompt
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r

Figure 3. Examples of segmentation results by various segmen-
tation foundation models or interactive segmentation tools on the
Decath-Brain Tumours dataset [45].

GT Sli2Vol PLs+
OEG-CFN

Refined 
PLs+

OEG-CFN

Refined 
PLs+OEG-
CFN+GEIG

Tu
m

ou
r

He
ar

t

Figure 4. Examples of segmentation results generated by our
method when combining different key components on the Decath-
Brain Tumours and Heart datasets [45].

correspondences between consecutive slices and PLs, the
Dice scores are improved by an average of 3.4 and 1.9 (com-
paring row (e) and row (g)) on the CT and MRI datasets,
respectively. This demonstrates the effectiveness of includ-
ing PLs to learn reliable correspondences. (2) The perfor-
mance is further improved slightly when refining the qual-
ity of the generated PLs. (3) When applying our proposed
gradient-enhanced image generator to enhance the images,
the performance is further improved by an average of 1.6
and 1.2 (comparing row (h) and row (i)) on the CT and MRI
datasets, respectively. This verifies the effectiveness of the
gradient-enhanced image generator.

Fig. 4 presents some visual results. From these results,
one can see the following. (1) When using our OEG-CFN to
learn the correspondences from the slices and PLs, the qual-
ity of segmentation results is significantly improved. (2)
When refining the PLs, the segmentation quality is further
enhanced. (3) When applying the gradient-enhanced image
generator, the model is able to detect more precise edges.

6. Conclusions
In this paper, we presented a new self-supervised mask

propagation framework, Sli2Vol+, for segmenting any
anatomical structures in 3D medical images using only a
single annotated slice per training and testing volume. Our
Sli2Vol+ can learn reliable correspondences between con-
secutive slices and pseudo-labels by utilizing information
on estimated objects provided by PLs, effectively address-
ing the error drift and discontinuity issues. Experiments
on nine public datasets spanning ten different SOIs demon-
strated the effectiveness of our new Sli2Vol+ framework.
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