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Abstract—This paper presents a novel training matrix design
for spatial modulation (SM) systems, by introducing a new class
of two-dimensional (2D) arrays called sparse zero correlation
zone (SZCZ) arrays. An SZCZ array is characterized by a
majority of zero entries and exhibits the zero periodic auto- and
cross-correlation zone properties across any two rows. With these
unique properties, we show that SZCZ arrays can be effectively
used as training matrices for SM systems. Additionally, direct
constructions of SZCZ arrays with large ZCZ widths and control-
lable sparsity levels based on 2D restricted generalized Boolean
functions (RGBFs) are proposed. Compared with existing train-
ing schemes, the proposed SZCZ-based training matrices have
larger ZCZ widths, thereby offering greater tolerance for delay
spread in multipath channels. Simulation results demonstrate
that the proposed SZCZ-based training design exhibits superior
channel estimation performance over frequency-selective fading
channels compared to existing alternatives.

Index Terms—Sparse zero correlation zone (SZCZ) arrays,
spatial modulation (SM), training matrix design, restricted gen-
eralized Boolean function (RGBF).

I. INTRODUCTION

Zero correlation zone (ZCZ) sequence sets were initially
introduced in [1]. These sequences are characterized by their
zero periodic auto- and cross-correlation functions for cer-
tain time-shifts around the in-phase position. Throughout the
years, numerous research attempts have been made on ZCZ
sequence design [2]–[7]. From the application standpoint, ZCZ
sequences can be employed as training sequences for optimal
channel estimation performances in multi-input and multi-
output (MIMO) systems [8]–[10], spreading sequences in the
quasi-synchronous code-division multiple-access (QS-CDMA)
system [11], as well as pilot sequences for frequency synchro-
nization and interference avoidance in multi-cell systems [12],
[13].

On the other hand, in recent years, spatial modulation (SM)
has emerged as a promising multiple-antenna technique due
to its unique feature that only one transmit antenna (TA) is
activated per time-slot [14]–[18]. Thanks to this feature, SM
enjoys a number of advantages, such as zero inter-antenna
interference over flat-fading channels, reduced complexity, and
enhanced energy efficiency. Since only one TA is activated
per time slot, channel estimation in SM systems requires
sparse training matrices with each column containing only
one non-zero entry. This contrasts with the traditional dense
matrices used in conventional MIMO systems. A number
of studies on channel estimation for SM systems over flat-
fading channels have been conducted [19]–[22]. For SM
channel estimation over frequency-selective channels, Liu et
al. introduced the cross Z-complementary pairs (CZCPs) [23]

each having 1) front-end and tail-end ZCZs for their aperiodic
autocorrelation sums and 2) tail-end ZCZ for their aperiodic
cross-correlation sums. Due to these sequence pair properties,
it is demonstrated that inter-symbol interference (ISI) and
inter-antenna interference (IAI) can be mitigated when the
delay spread is smaller than the relevant ZCZ widths of the
CZCPs. Since then, various constructions of CZCPs have been
developed [24]–[30]. As a further generalization, the CZCP
concept has also been extended to the cross Z-complementary
set (CZCS) [31], [32]. However, the existing state-of-the-art
primarily follows the training framework proposed by [23],
where several kernel CZCPs (or CZCSs) are arranged in
a specific pattern to generate SM-compatible regular sparse
matrices. Consequently, the ZCZ widths of these training
matrices are limited by the kernel CZCPs or CZCSs.

Motivated by the aforementioned background, this paper
presents a novel training framework for SM systems by
introducing a new class of two-dimensional (2D) arrays called
the sparse ZCZ (SZCZ) array. Our goal is to go beyond
the existing kernel based approaches so as to offer a greater
flexibility in SM training design. Formally, each SZCZ array
is dominated by zero elements, and any two rows of such
an SZCZ array exhibit the zero periodic auto- and cross-
correlation zone property. By fully exploiting the sparsity and
correlation properties of SZCZ arrays, we show that these
SZCZ arrays can be directly used as training matrices for
SM systems, thus referred to as SZCZ training matrices. It
is worth mentioning that the ternary ZCZ arrays [33]–[35]
may not be feasible for the SM training matrices as they
cannot guarantee the requirement of having only one non-
zero entry per column. In this paper, we introduce the concept
of 2D restricted generalized Boolean functions (2D RGBFs).
By carefully restricting certain variables in 2D RGBFs, we
demonstrate that the positions of non-zero entries in each
column of the corresponding 2D arrays can be controlled,
which is crucial since only one non-zero entry is allowed
for every SM training matrix column. Following this idea,
we present direct constructions of SZCZ training matrices
characterized by large ZCZ widths and controllable sparsity
levels, utilizing 2D RGBFs. Compared with existing CZCP-
based and CZCS-based training matrices, the proposed SZCZ
training matrices possess ZCZ widths that are twice as large,
providing greater tolerance for delay spread over frequency-
selective channels. The simulation results demonstrate that
the proposed SZCZ-based training design outperforms the
performance of existing alternatives in channel estimation over
frequency-selective fading channels.

The subsequent sections of this paper are organized as
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follows. In Section II, we introduce some notations and
preliminaries, including the SM systems and the definitions
of the SZCZ array. In Section III, we propose a novel training
framework for SM systems based on the SZCZ array and
present the constructions of SZCZ arrays. Section IV provides
the simulation results. Lastly, we provide the conclusion in
Section V.

II. PRELIMINARIES AND DEFINITIONS

Throughout this paper, the following notations will be used:
• Zq = {0, 1, . . . , q − 1} represents the set of integers

modulo a positive integer q;
• ξ = e2π

√
−1/q is a primitive q-th root of unity;

• we consider even integer q in this paper;
• (·)∗ denotes the complex conjugation;
• (·)b represents the modulo b operation where b is the a

positive integer;
• (·)T denotes the transpose;
• (·)H denotes the Hermitian of the matrix;
• Tr(·) represents the trace of the matrix;
• “+” and “−” denote 1 and −1, respectively;
• 0L stands for an all-zero vector of length L.
Let {C0,C1, . . . ,CN−1} denote a set of N complex-valued

sequences of length L where Cg = (Cg,0, Cg,1, . . . , Cg,L−1)
and |Cg,i| ∈ {0, 1} for 0 ≤ g ≤ N − 1. The periodic cross-
correlation function (PCCF) of sequences Cg and Ck at the
time-shift u is defined as

θ(Cg,Ck;u) =

L−1∑
i=0

Cg,(i+u)LC
∗
k,i, u ̸= 0. (1)

It is noted that θ(Cg,Ck;u) = θ(Ck,Cg;−u)∗. When g = k,
it is referred to as the periodic autocorrelation function (PACF)
of Cg denoted by θ(Cg;u). Additionally, the aperiodic cross-
correlation function of sequences Cg and Ck at time-shift u
is defined as

ρ(Cg,Ck;u) =


L−1−u∑
i=0

Cg,i+uC
∗
k,i 0 ≤ u ≤ L− 1;

L−1+u∑
i=0

Cg,iC
∗
k,i−u, −L+ 1 ≤ u < 0.

(2)
Likewise, the aperiodic autocorrelation function of Cg is
denoted as ρ(Cg;u).

Definition 1: [31] For positive integers N and Z with Z ≤
L, denote two intervals as

R1 ≜ {1, 2, . . . , Z} and R2 ≜ {L−Z,L−Z+1, . . . , L−1}.

Then, a set of N polyphase sequences {C0,C1, . . . ,CN−1}
of length L is called an (N,L,Z)-CZCS if it satisfies the
following conditions.

N−1∑
i=0

ρ(Ci;u) = 0, for all |u| ∈ (R1 ∪R2) ∩R;

N−1∑
i=0

ρ(Ci,C(i+1)N ;u) = 0, for all |u| ∈ R2

(3)
where R ≜ {1, 2, . . . , N − 1}.

By setting N = 2, a CZCS is reduced to a CZCP [23],
referred to as a (L,Z)-CZCP where Z ≤ L/2 when L is
even. An (L,L/2)-CZCP is also known as a perfect CZCP.

Next, we formally introduce the concept of an SZCZ array.
Definition 2: Denote the 2D array C of size N × L as

C =


C0

C1

...
CN−1

 =


C0,0 C0,1 · · · C0,L−1

C1,0 C1,1 · · · C1,L−1

...
...

. . .
...

CN−1,0 CN−1,1 · · · CN−1,L−1

 ,

(4)
where each row sequence Cg has M non-zero entries. The
array C is said to be an (N,L,Z,S)-SZCZ array if the
following conditions hold:

θ(Cg,Ck;u)

=


M, u = 0, 0 ≤ g = k ≤ N − 1;

0, 1 ≤ |u| ≤ Z, 0 ≤ g = k ≤ N − 1;

0, |u| ≤ Z, 0 ≤ g ̸= k ≤ N − 1,

(5)

where Z represents the width of the ZCZ and S = (L−M)/L
indicates the sparsity level. If S = 0, the array C is reduced
to the traditional dense ZCZ array.

In Section III, we will show that the SZCZ arrays play a
crucial role in SM training design.

A. 2D Restricted Generalized Boolean Functions

In this subsection, we introduce the concept of the 2D
RGBFs, which serves as a useful tool for constructing the
SZCZ array. To this end, let us first introduce the 2D GBF
[36]. A 2D GBF f : Zn+m

2 → Zq comprise n + m vari-
ables y1, y2, . . . , yn, x1, x2, . . . , xm where yg, xi ∈ {0, 1} for
1 ≤ g ≤ n and 1 ≤ m ≤ m. The 2D array f associated to
the 2D GBF f is represented by

f =


f0,0 f0,1 · · · f0,2m−1

f1,0 f1,1 · · · f1,2m−1

...
...

. . .
...

f2n−1,0 f2n−1,1 · · · f2n−1,2m−1

 , (6)

where fg,i = f((g1, g2, · · · , gn), (i1, i2, · · · , im)), g =∑n
h=1 gh2

h−1, and i =
∑m

j=1 ij2
j−1. The corresponding

complex-valued array is provided by ξf = (ξfg,i) for g =
0, 1, . . . , 2n − 1 and i = 0, 1, . . . , 2m − 1.

Example 1: Considering q = 2, n = 2, and m = 3, let
f = x1x2 + y1x3 + y2. The associated complex-valued array
ξf is given by

ξf =


+ + + − + + + −
+ + + − − − − +
− − − + − − − +
− − − + + + + −

 .

Denote a set of p indices by W = {w1, w2, . . . , wp} ⊂
{1, 2, . . . , n}. Let x = (xw1

, xw2
, . . . , xwp

) and y =
(y1, y2, . . . , yp) where yl ∈ {0, 1}. A 2D RGBF f |x=y is
defined by restricting variables x in the f to the certain
known y. To simplify, consider the associated array f |x=y

as the complex-valued array with component equal to ξfg,i if
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Fig. 1: Generic transmitter structure of SC-SM systems.

iwα
= gα for α = 1, 2, . . . , p and equal to zero otherwise.

Therefore, the associated 2D array f |x=y is a sparse array of
size 2n × 2m.

Remark 1: In a sparse array f |x=y of size 2n × 2m, the
number of non-zero entries is 2m+n−p. Thus, the sparsity is
given by

S =
2m+n − 2m+n−p

2m+n
=

2p − 1

2p
. (7)

Example 2: Using the same notations as provided in Ex-
ample 1, let p = 2 and {w1, w2} = {1, 2}. Then we set
x = (x1, x2) and y = (y1, y2). The associated array f |x=y

is given by

f |x=y =


+ 0 0 0 + 0 0 0
0 + 0 0 0 − 0 0
0 0 − 0 0 0 − 0
0 0 0 + 0 0 0 −


with the sparsity S = 3/4.

B. Spatial Modulation
Consider a broadband single-carrier spatial modulation (SC-

SM) system with Nt transmit antennas (TAs), Nr receive an-
tennas (RAs), and a QAM/PSK modulation scheme, where the
constellation size is denoted by q, operating over frequency-
selective fading channels, as shown in Fig. 1. The SM symbol
Sk, for 0 ≤ k ≤ K, comprises log2(Ntq) information bits.
Specifically, log2 Nt bits are used for activating one of Nt

TAs and log2 q bits are used to select a QAM/PSK symbol Sk

transmitted by the activated TA at time slot k. Let nk denote
the index of the selected TA at time slot k and hence the SM
symbol Sk can be expressed as

Sk = [0, . . . , 0︸ ︷︷ ︸
nk−1

, Sk, 0, . . . , 0︸ ︷︷ ︸
Nt−nk

]T . (8)

Further details on a broadband SC-SM system can be found
in [16], [17].

III. TRAINING FRAMEWORK FOR SM SYSTEMS

In this section, we begin by introducing the system model
and outlining the design criteria for the training matrix in SC-
SM systems. Subsequently, we propose a novel training matrix
design utilizing SZCZ arrays.

A. Training Matrix Design

For a generic training-based multiple-antenna transmission
structure shown in Fig. 2, let us consider Nt TAs and Nr RAs.
Before transmitting the data payload, the training sequences
C0, C1, . . . , CNt−1 are sent from Nt TAs for estimating
the channel state information (CSI) at the receiver. A cyclic
prefix (CP) is added before each training sequence for ISI
mitigation in multipath channels. These training sequences can
be expressed as the matrix form, referred to as the training
matrix. Specifically, the training matrix is given by

C =


C0

C1

...
CNt−1

 =


C0,0 C0,1 · · · C0,L−1

C1,0 C1,1 · · · C1,L−1

...
...

. . .
...

CNt−1,0CNt−1,1 · · ·CNt−1,L−1

 ,

(9)
where Cg = (Cg,0, Cg,1, . . . , Cg,L−1) is transmitted over the
g-th antenna with equal energy

∑L−1
l=0 |Cg,l|2 = M for 0 ≤

g ≤ N − 1. Since only one TA is activated per time slot
in SM system, each column of the training matrix contains
only one non-zero entry. This implies that each column
(C0,i, C1,i, . . . , CN−1,i)

T of (9) has one non-zero entry for
0 ≤ i ≤ L− 1. The channel matrix with (λ+ 1)-multipath is

1

2

Data 

Data 

Data
 !

CPCP

CP

CP

 

!"

0 ! # 1

Training Matrix  Data Payload

 !

 "

 #$%"

Fig. 2: A training-based multiple-antenna transmission struc-
ture.

denoted as

H = (H0,H1, . . . ,Hλ)Nr×Nt(λ+1) (10)
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where Hl ∈ CNr×Nt denotes the l-th multipath channel sub-
matrix with its constituent entries drawn from CN (0, 1/(λ+
1)). Besides, let

X =


C(0)

C(1)

...
C(λ)


Nt(λ+1)×L

(11)

where C(u) represents the u-th right cyclic shift of the matrix
C in (9), i.e.,

C(u) =


C0,L−u C0,L−u+1 · · · C0,L−u−1

C1,L−u C1,L−u+1 · · · C1,L−u−1

...
...

. . .
...

CNt−1,L−u CNt−1,L−u+1 · · · CNt−1,L−u−1

 .

(12)
The received signal Y ∈ CNr×L is

Y = HX + V (13)

where V ∈ CNr×L is the complex additive white Gaussian
noise (AWGN) with each entry having a distribution from
CN (0, σ2

v). The signal-to-noise ratio (SNR) at each RA is
given as 1/σ2

v . By utilizing the least-square (LS) channel
estimator [9], the estimated channel matrix is given by

Ĥ = Y XH(XXH)−1. (14)

Since each channel coefficient follows a CN (0, 1/(λ + 1))
distribution, the normalized mean square error (NMSE) can
be formulated as

NMSE =
σ2
vNr

NrNt
Tr

(
(XXH)−1

)
=

σ2
v

Nt
Tr

(
(XXH)−1

)
,

(15)

where
XXH

=


C(0)

(
C(0)

)H
C(0)

(
C(1)

)H · · · C(0)
(
C(λ)

)H
C(1)

(
C(0)

)H
C(1)

(
C(1)

)H · · · C(1)
(
C(λ)

)H
...

... . . .
...

C(λ)
(
C(0)

)H
C(λ)

(
C(1)

)H · · · C(λ)
(
C(λ)

)H


(16)

according to (9) and (11). From [23], the minimum NMSE
can be obtained if and only if

XXH = MINt(λ+1). (17)

That is,

C(u)
g

(
C

(u′)
k

)H

=


M, 0 ≤ u = u′ ≤ λ,

0 ≤ g = k ≤ Nt − 1;

0, 0 ≤ u ̸= u′ ≤ λ,

or 0 ≤ g ̸= k ≤ Nt − 1,

(18)

implying

θ(Cg,Ck;u) =


M, g = k, u = 0;

0, g = k, 1 ≤ u ≤ λ;

0, g ̸= k, 0 ≤ u ≤ λ.

(19)

Therefore, by applying (17) to (15), the minimum NMSE is
given as

minimum NMSE =
σ2
v(λ+ 1)

M
. (20)

Lemma 1: According to (19), one can attain the minimum
NMSE for the channel estimation if and only if the SM training
matrix is an (N,L,Z,S)-SZCZ array with Z ≥ λ and S =
(L−M)/L.

As only one TA is activated during each time-slot, for the
SM training matrix provided in (9), two design criteria are
outlined below:

Criterion (C1) Each column in the training matrix, i.e,
(C0,i, C1,i, . . . , CN−1,i)

T for 0 ≤ i ≤ L − 1, contains only
one non-zero entry.

Criterion (C2) The training matrix must meet the condition
specified in (19).

Since the SZCZ arrays have already fulfilled criterion (C2)
according to Lemma 1, the primary objective is to design the
SZCZ array to fulfill criterion (C1).

Definition 3: The SZCZ array that fulfills criterion (C1) is
referred to as the SZCZ training matrix.

Remark 2: In [23], the CZCP-based training matrix is
constructed by arranging CZCPs row by row. Specifically, for a
training matrix of size 2n×2m, each row consists of a CZCP of
length 2m−n−1 and 2m−2m−n zero entries. If taking Nt = 4
for example, the CZCP-based training matrix of size 4 × 2m

is given as follows:
D0 0 0 0 D1 0 0 0
0 D0 0 0 0 D1 0 0
0 0 D0 0 0 0 D1 0
0 0 0 D0 0 0 0 D1


4×2m

,

where (D0,D1) forms a (2m−3, Z)-CZCP and 0 represents
02m−3 . It can be observed that any two rows are cyclically
shifted versions of each other, ensuring that each column has
only one non-zero entry, thereby fulfilling the design criteria
for the SM training matrix. For different values of Nt, the same
logic as provided above can be straightforwardly applied.

The training matrices currently in use follow the framework
proposed by [23] as stated in Remark 2, relying on existing
CZCPs or CZCSs as kernel sequences. These kernel sequences
must follow specific patterns to construct sparse training
matrices that meet criteria (C1) and (C2) in SM. In fact,
they can be considered as specific instances of SZCZ training
matrices. In contrast, this paper aims to directly develop
general constructions of SZCZ training matrices with larger
ZCZ widths, without relying on any specific sequences as
kernels. In the following sections, we may use “SZCZ matrix”
to denote SZCZ training matrix for simplicity.

B. Proposed SZCZ Training Matrix for SM System

By leveraging 2D RGBFs, we present direct constructions of
SZCZ matrices for the SM system. Furthermore, we will show
that the proposed SZCZ matrix exhibits a larger ZCZ width
compared to existing CZCP-based and CZCS-based training
matrices. First, we introduce the basic construction of SZCZ
matrices in the following theorem.
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C =


C0

C1

C2

C3

 =


+ + + − 0 0 0 0 0 0 0 0 0 0 0 0 + + − + 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 + + + − 0 0 0 0 0 0 0 0 0 0 0 0 + + − + 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 + + + − 0 0 0 0 0 0 0 0 0 0 0 0 + + − + 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 + + + − 0 0 0 0 0 0 0 0 0 0 0 0 + + − +

 . (24)

Theorem 1: Given positive integers m and n, de-
note π as the permutation of the set {1, 2, . . . ,m}.
Let x = (xπ(m−n+1), xπ(m−n+2), . . . , xπ(m)) and y =
(y1, y2, . . . , yn). The 2D RGBF is

f |x=y =
q

2

m−n−1∑
l=1

xπ(l)xπ(l+1) +

m∑
l=1

µlxl +

n∑
s=1

κsys + µ0

(21)
where µl, κs ∈ Zq , and µm ∈ {0, q/2}. If π(1) = m and
π(m − n + a) ∈ {m − n,m − n + 1, . . . ,m − 1} for α =
1, 2, . . . , n, then the matrix

C = f |x=y (22)

forms a (2n, 2m, 2π(2)−1,S)-SZCZ matrix where S =
(2n − 1)/2n.

Proof: The proof is given in Appendix A
Remark 3: The (2n, 2m, 2π(2)−1,S)-SZCZ matrix con-

structed from Theorem 1 can be directly employed as a training
matrix of size 2n×2m in the SM system since it fulfills criteria
(C1) and (C2).

Corollary 2: Taking π(2) = m−n−1 and π(m−n+α) =
m−n+α−1 for α = 1, 2, . . . , n in Theorem 1, the constructed
(2n, 2m, 2m−n−2,S)-SZCZ matrix is reduced to the training
matrix constructed from the perfect CZCPs of length 2m−n−1

in [23].
Proof: The proof is given in Appendix B.

Next, we use an example to illustrate that the proposed
SZCZ matrix can be reduced to the CZCP-based training
matrix.

Example 3: Considering q = 2, m = 5, and n = 2, the con-
structed training matrix is of size 4×32. Let π = (5, 2, 1, 3, 4),
x = (x3, x4), and y = (y1, y2). According to Theorem 1, the
2D RGBF is

f |x=y = x5x2 + x2x1 (23)

where µl = 0 and κs = 0 for all l and s. The matrix C =
f |x=y is a sparse (4, 32, 2, 3/4)-SZCZ matrix given by (24).
The PACFs of C0 and PCCFs of C0 and C3 are shown in
Fig. 3 for shifts u = 0, 1, . . . , 16. Clearly, each column has
only one non-zero entry and the ZCZ width is indeed 2. It can
be observed that the constructed SZCZ matrix is identical to
the CZCP-based training matrix in [23], which is composed
of a perfect (4, 2)-CZCP ((+ + +−), (+ +−+)).

While the (2n, 2m, 2π(2)−1,S)-SZCZ matrix proposed in
Theorem 1 can be directly utilized as the training matrix in
the SM system, its largest ZCZ width is limited to 2m−n−2

when π(2) = m − n − 1. However, a larger ZCZ width is
desirable for the SZCZ matrix since it enables greater tolerance
for multipaths, as stated in Lemma 1. Therefore, we propose a
second construction of SZCZ matrices with larger ZCZ widths
in the following theorem.

0

2

4

6

8

0 2 4 6 8 10 12 14 16

0

1

2

3

4

0 2 4 6 8 10 12 14 16

Fig. 3: PACFs of C0 and PCCFs of C0 and C3 in Example 3.

Theorem 3: For positive integers m and n with m > n, let
nonempty set I1, I2, . . . In be a partition of {1, 2, . . . ,m}, πα

be a bijection from {1, 2, . . . ,mα} to Iα for α = 1, 2, . . . , n
where mα = |Iα|. Let x = (xπ1(m1), xπ2(m2), . . . , xπn(mn))
and y = (y1, y2, . . . , yn). The 2D RGBF is

f |x=y =
q

2

n∑
α=1

mα−1∑
β=1

xπα(β)xπα(β+1) + xπα(mα)yα

+

m∑
l=1

µlxl +

n∑
s=1

κsys + µ0

(25)

where µl, κs ∈ Zq , and µm ∈ {0, q/2}. If πα(1) = m−α+1
for 1 ≤ α ≤ n, the matrix

C = f |x=y (26)

is a (2n, 2m, 2π1(2)−1,S)-SZCZ matrix where S = (2n −
1)/2n.

Proof: The proof is given in Appendix C.
Remark 4: If taking π1(2) = m− n in Theorem 3, we can

obtain the SZCZ matrix of size 2n× 2m with the largest ZCZ
width Z = 2m−n−1.

In the following example, we show that the proposed SZCZ
matrix exhibits a larger ZCZ width compared to existing
CZCP-based and CZCS-based training matrices.

Example 4: For q = 2, m = 6, and n = 2, denote I1 =
{3, 4, 6} and I2 = {2, 1, 5} with π1 = (6, 4, 3) and π2 =
(5, 2, 1) according to Theorem 3. Let x = (x3, x1) and y =
(y1, y2). The 2D RGBF is

f |x=y = x6x4 + x4x3 + x3y1 + x5x2 + x2x1 + x1y2,
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C =

+ 0+ 0 0 0 0 0 + 0+ 0 0 0 0 0 + 0− 0 0 0 0 0 + 0− 0 0 0 0 0 + 0+ 0 0 0 0 0− 0− 0 0 0 0 0 + 0− 0 0 0 0 0− 0 + 0 0 0 0 0
0 0 0 0− 0− 0 0 0 0 0 + 0+ 0 0 0 0 0− 0 + 0 0 0 0 0 + 0− 0 0 0 0 0− 0− 0 0 0 0 0− 0− 0 0 0 0 0− 0 + 0 0 0 0 0− 0 + 0
0− 0 + 0 0 0 0 0− 0 + 0 0 0 0 0− 0− 0 0 0 0 0− 0− 0 0 0 0 0− 0 + 0 0 0 0 0 + 0− 0 0 0 0 0− 0− 0 0 0 0 0 + 0+ 0 0 0 0
0 0 0 0 0 + 0− 0 0 0 0 0− 0 + 0 0 0 0 0 + 0+ 0 0 0 0 0− 0− 0 0 0 0 0 + 0− 0 0 0 0 0 + 0− 0 0 0 0 0 + 0+ 0 0 0 0 0 + 0+

 .

(27)

where µl = 0 and κs = 0. The matrix

C = f |x=y

is a (4, 64, 8, 3/4)-SZCZ matrix given by (27). The PACFs of
C0 and PCCFs of C0 and C3 are depicted in Fig. 4. Clearly,
each column has only one non-zero entry. The ZCZ width is
indeed 8 whereas the CZCP-based [23] and CZCS-based [31]
training matrices of size 4× 64 have ZCZ widths of 4 and 3,
respectively.

0

5

10

15

20

0 10 20 30 40 50 60 70

0

5

10

0 10 20 30 40 50 60 70

Fig. 4: PACFs of C0 and PCCFs of C0 and C3 in Example 4.

Remark 5: The proposed SZCZ matrices from Theorem 1
and Theorem 3 can be directly utilized as the training matrices
in the SM system. In contrast, existing SM training schemes
primarily follow the training framework proposed by [23],
where CZCPs (or CZCSs) are employed as kernel sequences
and must be arranged in a specific pattern to generate sparse
training matrices for the SM system.

In Table I, taking the same sparsity and a training matrix of
size 2n×2m, we compare the proposed SZCZ matrix with the
existing CZCP-based and CZCS-based training matrices. Since
the training matrix is of size 2n × 2m, we use perfect CZCPs
[23] and CZCSs [31] of power-of-two lengths for comparison.
Clearly, our proposed training design exhibits larger ZCZ
widths, indicating greater tolerance for delay spread. This
is because the types of training matrices proposed by [23]
and [31] follow specific patterns, requiring the utilization
of existing CZCPs and CZCSs, respectively, to construct
sparse training matrices. As a consequence, the ZCZ widths
of these training matrices are constrained by the properties
of the CZCPs or CZCSs. On the other hand, our proposed
SZCZ matrices based on 2D RGBFs can be directly used as
training matrices in the SM system without the help of any
kernel CZCPs or CZCSs, thereby offering greater flexibility in
designing SM training matrices to obtain larger ZCZ widths.

IV. SIMULATION RESULTS

In this section, we evaluate the channel estimation per-
formance of the proposed SZCZ matrix over quasi-static
frequency-selective channels with (λ + 1)-multipaths, as de-
scribed in (10). Throughout the simulations, we set Nt = 4,
Nr = 4, and the training matrix is of size 4×64 with elements
drawn from the alphabet {+1, 0,−1}. Let us consider the
constructed (4, 64, 8, 3/4)-SZCZ matrix as given in (27). For
comparison, we utilize a perfect CZCP of length 8 and a CZCS
with set size of 4 and length 4 to construct 4 × 64 training
matrices. The CZCP-based training matrix [23] is given by

D0 0 0 0 D1 0 0 0
0 D0 0 0 0 D1 0 0
0 0 D0 0 0 0 D1 0
0 0 0 D0 0 0 0 D1


4×64

,

(28)
where 0 represents 08 and (D0,D1) = (+++−++−+,++
+ − − − +−) is the perfect (8, 4)-CZCP. The CZCS-based
training matrix [31] is given by

s0 0 0 0 s1 0 0 0 s2 0 0 0 s3 0 0 0
0 s0 0 0 0 s1 0 0 0 s2 0 0 0 s3 0 0
0 0 s0 0 0 0 s1 0 0 0 s2 0 0 0 s3 0
0 0 0 s0 0 0 0 s1 0 0 0 s2 0 0 0 s3


4×64

,

(29)
where (s0, s1, s2, s3) = (+−++,+++−,+−++,−−−+)
forms the CZCS of length 4 and 0 denotes 04. It can be
verified that the ZCZ widths of CZCP-based and CZCS-based
training matrices from (28) and (29) are 4 and 3, respectively,
as illustrated in Table I. Additionally, we can observe that
several CZCPs and CZCSs need to be arranged in specific
patterns, respectively, to generate regular sparse matrices. The
NMSE performances of channel estimation using different
training matrices are depicted in Fig. 5. In Fig.5-a, we compare
NMSE performances with varying numbers of multipaths at
SNR of 12 dB. The NMSE performances of CZCP-based
and CZCS-based training matrices degrade when the delay
spread exceeds their respective ZCZ widths. Additionally,
Fig.5-b provides NMSE performances with varying SNRs
when the number of multipaths is 9. We can observe that
the NMSE performance of the proposed (4, 64, 3/4)-SZCZ
matrix aligns with the curve of the minimum NMSE. However,
the NMSE performances of CZCP-based and CZCS-based
training matrices degrade when the delay spread exceeds their
respective ZCZ widths. It is noteworthy that the NMSE of
our proposed SZCZ matrix with ZCZ width Z = 8 achieves
the minimum NMSE when the number of multipaths is 9 or
fewer. Subsequently, using minimum MSE (MMSE) equalizer
[37], we analyze the bit error rate (BER) performances of
different training schemes with 9 multipaths in Fig. 6. Clearly,
the BER performance of our proposed SZCZ-based training
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TABLE I: Comparison of Different Frameworks for SM Training Matrices of Size 2n × 2m

Method Largest ZCZ width Based on Note
[23] 2m−n−2 CZCP of length 2m−n−1

[31] 2m−n−k − 1 CZCS of set size 2k and of length 2m−n−k k ≥ 2
Theorem 3 2m−n−1 2D RGBF m > n

3 4 5 6 7 8 9 10 11 12 13 14
-20

-18

-16

-14

-12

-10

-8

-6

-4

-2

CZCS-based (Length 4, Z=3) [31]

CZCP-based (Length 8, Z=4) [23]

(4,64,8,3/4)-SZCZ (Proposed)

Minimum NMSE

(a) SNR is 12 dB.

0 2 4 6 8 10 12 14
-18

-16

-14

-12

-10

-8

-6

-4

-2

0

CZCS-based (Length 4, Z=3) [31]

CZCP-based (Length 8, Z=4) [23]

(4,64,8,3/4)-SZCZ (Proposed)

Minimum NMSE

(b) No. of multipaths is 9.

Fig. 5: Comparison of NMSE performance for different training matrices with Nt = 4 and Nr = 4.

scheme outperforms the CZCP-based and CZCS-based train-
ing schemes and is closest to the perfect CSI curve. Compared
to the perfect CSI curve, the approximately 2 dB degradation
in the BER curve of our SZCZ-based training scheme is due
to channel estimation errors from the LS estimator.

0 2 4 6 8 10 12 14

SNR (dB)

10-4

10-3

10-2

10-1

100

B
E

R

CZCS-based (Length 4, Z=3) [31]

CZCP-based (Length 8, Z=4) [23]

(4,64,8,3/4)-SZCZ (Proposed)

Perfect CSI

Fig. 6: Comparison of BER performance for different training
schemes with 9 multipaths.

V. CONCLUSION

In this paper, we have proposed a novel training matrix
design for SM systems. First, we have introduced a new
class of 2D arrays, i.e., the SZCZ array, which consists of

several zero entries. Any two rows of an SZCZ array possess
the zero periodic auto- and cross-correlation zone property.
By fully leveraging the sparsity and correlation properties of
SZCZ arrays, we have shown that certain SZCZ arrays, where
each column has only one non-zero entry, can be used as
training matrices for SM systems, referred to as SZCZ training
matrices. Furthermore, we have introduced the concept of 2D
RGBFs and proposed direct constructions of SZCZ training
matrices with large ZCZ widths and controllable sparsity levels
in Theorem 1 and Theorem 3. Note that CZCP-based training
matrices can be regarded as the special case of the proposed
training matrices as stated in Corollary 2. Compared with
existing CZCP-based and CZCS-based training matrices, the
proposed SZCZ matrices exhibit larger ZCZ widths, indicating
greater tolerance for delay spread, and do not require any
CZCPs or CZCSs as kernel sequences. The simulation results
indicate that the proposed SZCZ-based training design out-
performs the performance of existing alternatives in channel
estimation over frequency-selective fading channels.

APPENDIX A
PROOF OF THEOREM 1

Proof: For the SZCZ matrix

C = (CT
0 ,C

T
1 , . . . ,C

T
2n−1)

T
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constructed from Theorem 1, where
C0

C1

...
C2n−1

 =


C0,0 C0,1 · · · C0,2m−1

C1,0 C1,1 · · · C1,2m−1

...
...

. . .
...

C2n−1,0 C2n−1,1 · · · C2n−1,2m−1

 ,

(30)
it is necessary to demonstrate that criteria (C1) and (C2) are
satisfied.

In the first part, we commence by verifying (C1). Denote
the i-th column sequence of the SZCZ matrix C as CT

i =
(C0,i, C1,i, . . . , C2n−1,i)

T where 0 ≤ i ≤ 2m−1. Based on the
concept of 2D RGBF, we have Cg,i = ξcg,i if iπ(m−n+α) = gα
for α = 1, 2, . . . , n or Cg,i = 0 if iπ(m−n+α) ̸= gα for some
1 ≤ α ≤ n. For the given i, since

i =

m−n∑
l=1

iπ(l)2
π(l)−1 +

n∑
α=1

iπ(m−n+α)2
π(m−n+α)−1, (31)

there exists only an integer ĝ with

ĝ =

n∑
α=1

ĝα2
α−1 =

n∑
α=1

iπ(m−n+α)2
α−1, (32)

where 0 ≤ ĝ ≤ 2n − 1. Hence, for the i-th column sequence
CT

i , we have Cĝ,i = ξcĝ,i and Cg,i = 0 for g ̸= ĝ, implying
(C1) holds.

Next, we examine (C2). Specifically,

θ(Cg,Ck;u) =

L−1∑
i=0

Cg,(i+u)LC
∗
k,i

=

{
0, g = k, 1 ≤ u ≤ Z,

0 g ̸= k, 0 ≤ u ≤ Z,

(33)

where L = 2m and Z = 2π(2)−1. Denote j = (i+u)L and let
(i1, i2, . . . , im) and (j1, j2, . . . , jm) represent binary vectors
of i and j, respectively. Besides, we also let (g1, g2, . . . , gn)
and (k1, k2, . . . , kn) be binary vectors of g and k, respectively.
We have Cg = (Cg,0, Cg,1, . . . , Cg,2m−1) where Cg,i = ξcg,i

if iπ(m−n+α) = gα for α = 1, 2, . . . , n or Cg,i = 0 if
iπ(m−n+α) ̸= gα for some 1 ≤ α ≤ n. Therefore, we only
consider the multiplications involving non-zero entries, i.e.,
Cg,jC

∗
k,i ̸= 0, implying jπ(m−n+α) = gα and iπ(m−n+α) =

kα for α = 1, 2, . . . , n. In what follows, three cases are taken
into account.

Case 1: u ̸= 0 and im = jm. In this case, we assume that
v is the smallest integer such that iπ(v) ̸= jπ(v). Then we let
i′ and j′ be integers distinct from i and j, respectively, in the
position π(v − 1), i.e., i′π(v−1) = 1 − iπ(v−1) and j′π(v−1) =
1− jπ(v−1). Then we have

cg,j − cg,j′

=
q

2
(jπ(v−2)jπ(v−1) − jπ(v−2)j

′
π(v−1)

+ jπ(v−1)jπ(v) − j′π(v−1)jπ(v))

+ µπ(v−1)jπ(v−1) − µπ(v−1)j
′
π(v−1)

≡ q

2
(jπ(v−2) + jπ(v)) + µπ(v−1)(2jπ(v−1) − 1) (mod q).

(34)

Likewise,

ck,i′ − ck,i ≡
q

2
(iπ(v−2) + iπ(v)) + µπ(v−1)(1− 2iπ(v−1))

(mod q).
(35)

Since jπ(v−1) = iπ(v−1) and jπ(v−2) = iπ(v−2), we obtain

cg,j − ck,i − cg,j′ + ck,i′ ≡
q

2
(jπ(v) − iπ(v)) ≡

q

2
, (36)

which means ξcg,j−ck,i + ξcg,j′−ck,i′ = 0.
Case 2: u ̸= 0 and im ̸= jm. Here, we have iπ(2) ̸= jπ(2).

Suppose not, assume that iπ(2) = jπ(2). Without loss of
generality, we consider jm = 1 and im = 0 and hence we
obtain

u = j − i = 2m−1 +

m−1∑
l=1,l ̸=π(2)

(jl − il)2
l−1

≥ 2m−1 −
m−1∑
l=1

2l−1 + 2π(2)−1 = 2π(2)−1 + 1

(37)
which contradicts the assumption that u ≤ 2π(2)−1. Therefore,
for iπ(2) ̸= jπ(2), let i′ and j′ be integers distinct from i and j,
respectively, at π(1) = m, i.e., i′m = 1− im and j′m = 1−jm.
Hence, it leads to

cg,j − cg,j′ =
q

2

(
jmjπ(2) − j′mjπ(2)

)
+ µmjm − µmj′m

≡ q

2
jπ(2) + µm (mod q),

(38)
where µm ∈ {0, q/2}. Due to the fact that jπ(2) ̸= iπ(2), we
obtain ξcg,j−ck,i + ξcg,j′−ck,i′ = 0.

Case 3: u = 0 and g ̸= k. By invoking the proof provided
in the first part, we possess Cg,iC

∗
k,i = 0 for 0 ≤ i ≤ 2m − 1,

resulting in θ(Cg,Ck; 0) = 0.
From Case 1 to Case 3, we validate that (C2) holds, thereby

completing the proof.

APPENDIX B
PROOF OF COROLLARY 2

Before proceeding, we introduce the following lemma,
which is useful in the proof of Corollary 2.

Lemma 2: [23] For a positive integer m′, let π be the
permutation of the set {1, 2, . . . ,m′} with π(1) = m′. The
GBF is f = q

2

∑m′−1
l=1 xπ(l)xπ(l+1) +

∑m′

l=1 µlxl + µ0, where
µl ∈ Zq . The pair

(f ,f ′) =
(
f ,f +

q

2
xm′

)
(39)

forms a perfect q-ary (2m
′
, 2m

′−1)-CZCP.
Proof: We aim to demonstrate that by taking π(2) =

m−n−1 and π(m−n+α) = m−n+α−1 for α = 1, 2, . . . , n
in Theorem 1, any row of C, i.e., Cg for 0 ≤ g ≤ 2n − 1,
comprises a CZCP of length 2m−n−1, and 2m − 2m−n zero
entries as stated in Remark 2. The g-th row of the SZCZ matrix
C is given by Cg = (Cg,0, Cg,1, . . . , Cg,2m−1), 0 ≤ g ≤
2n − 1, where Cg,i = ξcg,i for (im−n, im−n+1, . . . ,m− 1) =
(g1, g2, . . . , gn) or Cg,i = 0 for (im−n, im−n+1, . . . ,m−1) ̸=
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(g1, g2, . . . , gn). We first consider the case for C0, which can
be represented as

C0 = (D0,0,D1,0)1×2m , (40)

where

D0 = (ξd0) = (ξc0,0 , ξc0,1 , . . . , ξc0,2m−n−1−1),

D1 = (ξd1) = (ξc0,2m−1 , . . . , ξc0,2m−n−1+2m−1−1),
(41)

and 0 is a zero vector of length 2m−1 − 2m−n−1. Since

{π(2), π(3), . . . , π(m− n)} = {1, 2, . . . ,m− n− 1},

with π(2) = m−n−1, let π1(l) = π(l+1), l = 1, 2, . . . ,m−
n− 1, for ease of presentation. Hence, from (21), d0 and d1

can be expressed as

d0 =
q

2

m−n−2∑
l=1

xπ1(l)xπ1(l+1) +

m−n−1∑
l=1

µlxl + µ01,

d1 = d0 +
q

2
xm−n−1,

(42)

for the reason that π1(1) = π(2) = m − n − 1. It can be
seen that the pair (d0,d1) takes the same form as in (39) by
setting m′ = m− n− 1 in Lemma 2. Therefore, (d0,d1) is a
perfect q-ary (2m−n−1, 2m−n−2)-CZCP. Following a similar
line of reasoning, we can derive that any Cg is composed of
a perfect CZCP (d0,d1) and 2m−2m−n zero entries, thereby
completing the proof.

APPENDIX C
PROOF OF THEOREM 3

Proof: According to Theorem 3, we know Cg,i = ξcg,i

if iπα(mα) = gα for α = 1, 2, . . . , n or Cg,i = 0 if
(iπ1(m1), iπ2(m2), . . . , iπn(mn)) ̸= (g1, g2, . . . , gn). Initially,
we demonstrate that the criterion (C1) holds. Similarly, de-
note the i-th column sequence of the SZCZ matrix C as
CT

i = (C0,i, C1,i, . . . , C2n−1,i)
T where 0 ≤ i ≤ 2m − 1.

For the given i, it can be written as

i =

n∑
α=1

mα−1∑
β=1

iπα(β)2
πα(β)−1 +

n∑
α=1

iπα(mα)2
πα(mα)−1. (43)

Since iπα(mα) = gα for all α = 1, 2, . . . , n, there exists only
an integer ĝ satisfying

ĝ =

n∑
α=1

ĝα2
n−1 =

n∑
α=1

iπα(mα)2
α−1, 0 ≤ ĝ ≤ 2n − 1. (44)

Therefore, we have Cĝ,i = ξcĝ,i and Cg,i = 0 for g ̸= ĝ in
the i-th column sequence CT

i which means (C1) holds.
Subsequently, we check (C2). That is,

θ(Cg,Ck;u) =

L−1∑
i=0

Cg,(i+u)LC
∗
k,i

=

{
0, g = k, 1 ≤ u ≤ Z,

0 g ̸= k, 0 ≤ u ≤ Z,

(45)

where L = 2m. Similarly, let j = (i + u)L and
let (i1, i2, . . . , im), (j1, j2, . . . , jm), (g1, g2, . . . , gn), and
(k1, k2, . . . , kn) represent binary vectors of i, j, g, and k,

respectively. We only consider the multiplications involving
non-zero entries, i.e., Cg,jC

∗
k,i ̸= 0, implying jπα(mα) = gα

and iπα(mα) = kα for α = 1, 2, . . . , n. Three cases are
considered below.

Case 1: u ̸= 0 and jπ1(2) = iπ1(2). In this case, we will show
that jπα(1) = iπα(1) for all α = 1, 2, . . . , n. If we assume that
γ is the smallest integer such that jπγ(1) ̸= iπγ(1). Without
loss of generality, we examine jπγ(1) > iπγ(1) = 0, which
implies jm−γ+1 = 1 and im−γ+1 = 0. It leads to

u = j − i = 2m−γ +

m−γ∑
l=1,l ̸=π1(2)

(jl − il)2
l−1

≥ 2m−γ −
m−γ∑
l=1

2l−1 + 2π1(2)−1 = 2π1(2)−1 + 1,

(46)
thereby contradicting the assumption of u ≤ 2π1(2)−1. Hence,
we have jπα(1) = iπα(1) for 1 ≤ α ≤ n. Let α̂ be the largest
integer such that jπα(β) = iπα(β) for α = 1, 2, . . . , α̂− 1 and
β = 1, 2, . . . ,mα. Let v be the smallest integer with jπα̂(v) ̸=
iπα̂(v). Denote j′ and i′ as integers distinct from j and i,
respectively, in the position πα̂(v − 1). Following the similar
arguments as provided in Case 1 of Appendix A, we have

cg,j − ck,i − cg,j′ + ck,i′ ≡
q

2
(jπα̂(v) − iπα̂(v)) ≡

q

2
, (47)

indicating ξcg,j−ck,i + ξcg,j′−ck,i′ = 0.
Case 2: u ̸= 0 and jπ1(2) ̸= iπ1(2). Likewise, let j′ and i′ be

integers distinct from j and i, respectively, i.e., j′m = 1− jm
and i′m = 1− im. By using the similar derivation as given in
Case 2 of Appendix A, we obtain ξcg,j−ck,i + ξcg,j′−ck,i′ = 0.

Case 3: u = 0 and g ̸= k. By invoking the proof provided in
the first part, we can derive Cg,iC

∗
k,i = 0 for 0 ≤ i ≤ 2m − 1,

resulting in θ(Cg,Ck; 0) = 0.
Combining Case 1 through Case 3, we confirm that (C2)

holds, thus completing the proof.

REFERENCES

[1] P. Z. Fan, N. Suehiro, N. Kuroyanagi, and X. M. Deng, “Class of binary
sequences with zero correlation zone,” Electron. Lett., vol. 35, no. 10,
pp. 777–779, May 1999.

[2] Y.-S. Tang, C.-Y. Chen, and C.-C. Chao, “A novel construction of zero
correlation zone sequences based on boolean functions,” in Proc. IEEE
Int. Symp. on Spread Spectrum Tech. and Applicat., Taichung, Taiwan,
Oct. 2010, pp. 198–203.

[3] H. Torii, M. Nakamura, and N. Suehiro, “A new class of zero-correlation
zone sequences,” IEEE Trans. Inf. Theory, vol. 50, pp. 559–565, Mar.
2004.

[4] Z. Zhou, X. Tang, and G. Gong, “A new class of sequences with zero
or low correlation zone based on interleaving technique,” IEEE Trans.
Inf. Theory, vol. 54, pp. 4267–4273, Sep. 2008.

[5] Z. Liu, Y. L. Guan, and U. Parampalli, “A new construction of zero
correlation zone sequences from generalized Reed-Muller codes,” in
Proc. IEEE Inf. Theory Workshop, Hobart, Australia, Nov. 2014, pp.
591–595.

[6] C.-Y. Chen and S.-W. Wu, “Golay complementary sequence sets with
large zero correlation zones,” IEEE Trans. Commun., vol. 66, no. 11,
pp. 5197–5204, Nov. 2018.

[7] C.-Y. Pai, Y.-J. Lin, and C.-Y. Chen, “Optimal and almost-optimal
Golay-ZCZ sequence sets with bounded PAPRs,” IEEE Trans. Commun.,
vol. 71, no. 2, pp. 728–740, Feb. 2023.

[8] W. Yuan, P. Wang, and P. Fan, “Performance of multi-path MIMO
channel estimation based on ZCZ training sequences,” in Proc. Int.
Symp. on Microwave, Antenna, Propagation, and EMC Techno. for
Wireless Commun., Beijing, China, Sep. 2005, pp. 1542–1545.



10

[9] S.-A. Yang and J. Wu, “Optimal binary training sequence design for
multiple-antenna systems over dispersive fading channels,” IEEE Trans.
Veh. Technol., vol. 51, no. 5, pp. 1271–1276, Sep. 2002.

[10] S. Hu, Z. Liu, Y. L. Guan, C. Jin, Y. Huang, and J.-M. Wu, “Train-
ing sequence design for efficient channel estimation in MIMO-FBMC
systems,” IEEE Access, vol. 5, pp. 4747–4758, 2017.

[11] B. Long, P. Zhang, and J. Hu, “A generalized QS-CDMA system and
the design of new spreading codes,” IEEE Trans. Veh. Technol., vol. 47,
pp. 1268–1275, Nov. 1998.

[12] W. Zhang, F. Zeng, X. Long, and M. Xie, “Improved mutually orthog-
onal ZCZ polyphase sequence sets and their applications in OFDM
frequency synchronization,” in Proc. Int. Conf. on Wireless Commun.
Netw. and Mobile Comput., Chengdu, China, Sep. 2010, pp. 1–5.

[13] R. Zhang, X. Cheng, M. Ma, and B. Jiao, “Interference-avoidance pilot
design using ZCZ sequences for multi-cell MIMO-OFDM systems,” in
Proc. IEEE Global Commun. Conf., Anaheim, CA, Dec. 2012, pp. 5056–
5061.

[14] R. Y. Mesleh, H. Haas, S. Sinanovic, C. W. Ahn, and S. Yun, “Spatial
modulation,” IEEE Trans. Veh. Technol., vol. 57, no. 4, pp. 2228–2241,
Jul. 2008.

[15] M. Di Renzo, H. Haas, and P. Grant, “Spatial modulation for multiple-
antenna wireless systems: A survey,” IEEE Commun. Mag., vol. 49,
no. 12, pp. 182–191, Dec. 2011.

[16] P. Yang, M. Di Renzo, Y. Xiao, S. Li, and L. Hanzo, “Design guidelines
for spatial modulation,” IEEE Commun. Surv. Tut., vol. 17, no. 1, pp.
6–26, May 1st Quart., 2015.

[17] P. Yang, Y. Xiao, Y. L. Guan, K. Hari, A. Chockalingam, S. Sugiura,
H. Haas, M. D. Renzo, C. Masouros, Z. Liu, L. Xiao, S. Li, and
L. Hanzo, “Single-carrier SM-MIMO: A promising design for broadband
large-scale antenna systems,” IEEE Commun. Surv. Tut., vol. 18, no. 3,
pp. 1687–1716, 3rd Quart., 2016.

[18] M. Wen, B. Zheng, K. J. Kim, M. Di Renzo, T. A. Tsiftsis, K. Chen,
and N. Al-Dhahir, “A survey on spatial modulation in emerging wireless
systems: Research progresses and applications,” IEEE J. Sel. Areas
Commun., vol. 37, no. 9, pp. 1949–1972, Sep. 2019.

[19] M. Di Renzo, D. D. Leonardis, F. Graziosi, and H. Haas, “Space shift
keying (SSK-) MIMO with practical channel estimates,” IEEE Trans.
Commun., vol. 60, no. 4, pp. 998–1012, Apr. 2012.

[20] S. Sugiura and L. Hanzo, “Effects of channel estimation on spatial
modulation,” IEEE Signal Process. Lett., vol. 19, no. 12, pp. 805–808,
Dec. 2012.

[21] X. Wu, H. Claussen, M. Di Renzo, and H. Haas, “Channel estimation
for spatial modulation,” IEEE Trans. Commun., vol. 62, no. 12, pp.
4362–4372, Dec. 2014.

[22] Y. Akiba, T. Ishihara, and S. Sugiura, “Variable-block-length joint
channel estimation and data detection for spatial modulation over time-
varying channels,” IEEE Trans. Veh. Technol., vol. 69, no. 11, pp.
13 964–13 969, Nov. 2020.

[23] Z. Liu, P. Yang, Y. L. Guan, and P. Xiao, “Cross Z-complementary
pairs for optimal training in spatial modulation over frequency selective
channels,” IEEE Trans. Signal Process., vol. 68, pp. 1529–1543, Feb.
2020.

[24] C. Fan, D. Zhang, and A. R. Adhikary, “New sets of binary cross Z-
complementary sequence pairs,” IEEE Commun. Lett., vol. 24, no. 8,
pp. 1616–1620, Aug. 2020.

[25] A. R. Adhikary, Z. Zhou, Y. Yang, and P. Fan, “Constructions of cross
Z-complementary pairs with new lengths,” IEEE Trans. Signal Process.,
vol. 68, pp. 4700–4712, 2020.

[26] Z.-M. Huang, C.-Y. Pai, and C.-Y. Chen, “Binary cross Z-complementary
pairs with flexible lengths from Boolean functions,” IEEE Commun.
Lett., vol. 25, no. 4, pp. 1057–1061, Apr. 2021.

[27] M. Yang, S. Tian, N. Li, and A. R. Adhikary, “New sets of quadriphase
cross Z-complementary pairs for preamble design in spatial modulation,”
IEEE Signal Process. Lett., vol. 28, pp. 1240–1244, May 2021.

[28] F. Zeng, X. He, Z. Zhang, and L. Yan, “Quadriphase cross Z-
complementary pairs for pilot sequence design in spatial modulation
systems,” IEEE Signal Process. Lett., vol. 29, pp. 508–512, Jan. 2022.

[29] S. Das, A. Banerjee, and Z. Liu, “New family of cross Z-complementary
sequences with large ZCZ width,” in Proc. IEEE Int. Symp. Inf. Theory,
Espoo, Finland, Jun. 2022, pp. 522–527.

[30] H. Zhang, C. Fan, Y. Yang, and S. Mesnager, “New binary cross Z-
complementary pairs with large CZC ratio,” IEEE Trans. Inf. Theory,
vol. 69, no. 2, pp. 1328–1336, Feb. 2023.

[31] Z.-M. Huang, C.-Y. Pai, and C.-Y. Chen, “Cross Z-complementary
sets for training design in spatial modulation,” IEEE Trans. Commun.,
vol. 70, no. 8, pp. 5030–5045, Aug. 2022.

[32] ——, “A novel construction of optimal cross Z-complementary sets
based on generalized Boolean functions,” in Proc. IEEE Int. Symp. Inf.
Theory, Espoo, Finland, Jun. 2022, pp. 1725–1730.

[33] J. A. Chang, “Ternary sequence with zero correlation,” Proc. IEEE,
vol. 55, no. 7, pp. 1211–1213, Jul. 1967.

[34] S. Xu and D. Li, “Ternary complementary orthogonal sequences with
zero correlation window,” in Proc. IEEE Int. Symp. Personal, Indoor and
Mobile Radio Commun. (PIMRC), vol. 2, Beijing, China, Jan. 2003, pp.
1669–1672.

[35] D. Wu and P. Spasojevic, “Adaptive rate QS-CDMA UWB systems
using ternary OVSF codes with a zero-correlation zone,” in Proc. IEEE
Wireless Commun. and Netw. Conf., vol. 2, Nevada, Apr. 2006, pp. 1068–
1073.

[36] C.-Y. Pai and C.-Y. Chen, “Two-dimensional Golay complementary
array pairs/sets with bounded row and column sequence PAPRs,” IEEE
Trans. Commun., vol. 70, no. 6, pp. 3695–3707, Jun. 2022.

[37] R. Rakshith, K. V.S. Hari, and L. Hanzo, “Spatial modulation aided
zero-padded single carrier transmission for dispersive channels,” IEEE
Trans. Commun., vol. 61, no. 6, pp. 2318–2329, Jun. 2013.


	Introduction
	Preliminaries and Definitions
	2D Restricted Generalized Boolean Functions
	Spatial Modulation

	Training Framework for SM Systems
	Training Matrix Design
	Proposed SZCZ Training Matrix for SM System

	Simulation Results
	Conclusion
	Appendix A: Proof of Theorem 1
	Appendix B: Proof of Corollary 2
	Appendix C: Proof of Theorem 3
	References

