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Reproducing buggy code is the first and crucially important step in issue resolving, as it aids in identifying the

underlying problems and validating that generated patches resolve the problem. While numerous approaches

have been proposed for this task, they primarily address common, widespread errors and struggle to adapt

to unique, evolving errors specific to individual code repositories. To fill this gap, we propose EvoCoder,

a multi-agent continuous learning framework for issue code reproduction. EvoCoder adopts a reflection

mechanism that allows the LLM to continuously learn from previously resolved problems and dynamically

refine its strategies to new emerging challenges. To prevent experience bloating, EvoCoder introduces a

novel hierarchical experience pool that enables the model to adaptively update common and repo-specific

experiences. Our experimental results show a 20% improvement in issue reproduction rates over existing SOTA

methods. Furthermore, integrating our reproduction mechanism significantly boosts the overall accuracy of

the existing issue-resolving pipeline.

CCS Concepts: • Software and its engineering→ Software testing and debugging.

Additional KeyWords and Phrases: Issue Resolving, Issue Reproduction, Continuous Learning, Large Language

Models, Software Engineering Agent

1 Introduction
Issue resolving is a fundamental aspect of software development and maintenance, critical to

preserving the quality and stability of software systems [26, 41, 49, 53]. Throughout a project’s life-

cycle, various issues inevitably arise. Automating the resolving of these issues not only accelerates

error identification and correction but also boosts development efficiency, playing a pivotal role

in sustaining the long-term health of the project [16, 28, 40, 50]. This process is especially vital

in the early stages of development, where test cases are often incomplete, requiring continuous

refinement as new bugs are reported by users [17].

In issue resolving, the initial and critical step is issue reproduction which involves automatically

generating code to reproduce the reported problem based on the issue description. Specifically,

given an issue from a code repository, which contains key steps to reproduce the problem (as

shown in Figure 1), the goal is to generate executable code to replicate the issue. The output of

this generated code should match the “Actual Result” specified in the issue while applying an

appropriate patch should modify the code’s output to reflect the “Expected Result”. Successful

issue reproduction not only accelerates the process of problem localization and resolving but also

strengthens quality assurance processes in continuous integration and delivery, thereby improving

the robustness and reliability of software systems.

Previous studies have extensively explored the role of reproducing code [8, 44, 50]. Some research

integrates this process into code intelligent agents (e.g., CodeR [8] and SWE-Agent [44]). These

methodologies design computer interfaces for viewing, searching, and editing files, thereby enabling
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2 Trovato et al.

▼ Description
When I run KernelPCA for dimension reduction for 
the same datasets, the results are different in 
signs.

▼ Steps/Code to Reproduce
Just to reduce the dimension to 7 with rbf kernel:

▼ Expected Results
# The same result.

▼ Actual Results
# The results are the same except for their 
signs:(

from sklearn.decomposition import KernelPCA
X = np.random.rand(100, 20)
def test_reproduce():

# Initialize KernelPCA with RBF kernel
pca = KernelPCA(n_components=7, kernel='rbf', 

copy_X=False, n_jobs=-1)
# ...
for idx, result in enumerate(results):

print(result)
test_reproduce()

Reproduced code

# The same as “Actual Results”
[[-0.44457617 -0.18155886 -0.10873474 ...]] 
[[ 0.44457617  0.18155886  0.10873474 ...]] 
[[-0.44457617 -0.18155886  0.10873474 ...]]

# The same as “Expected Results”
[[-0.44457617 -0.18155886 -0.10873474 ...]] 
[[-0.44457617 -0.18155886 -0.10873474 ...]] 
[[-0.44457617 -0.18155886  0.10873474 ...]]

Results of the reproduced code

After applying a fix patch

Issue

pca = KernelPCA(n_components=7, kernel='rbf', 
copy_X=False, n_jobs=-1)
pca.fit_transform(X)

[[-0.44457617 -0.18155886 -0.10873474 ...]] 
[[ 0.44457617  0.18155886  0.10873474 ...]] 
[[-0.44457617 -0.18155886  0.10873474 ...]] 

Fig. 1. An example of issue reproduction for the KernelPCA library. The Expected Results section specifies the
ground truth results for the original problem. The Actual Results section specifies the erroneous results that
need to be reproduced based on the given steps. As seen in the upper right, the reproduced code successfully
produces the “Actual result” in the issue (the three vectors are different in sign). To resolve this issue, a patch
is needed to fix the bug. As seen in the lower right, applying the patch aligns the result with the “Expected
result”, ensuring that all three vectors are now correctly uniform in sign.

LMs to resolve issues by chatting with computers as humans do. In contrast, agent-less approaches

such as AutoCodeRover [50] and Agentless [40] generate test cases from issues, and use test cases

for filtering and debugging the reproduced code.

Despite these advancements, current solutions primarily address common, widespread errors and

struggle to adapt to unique, evolving errors specific to individual code repositories. For example,

some issues depend on project-specific formatting conventions to accurately reproduce. This

might involve a pipeline where dependency libraries are introduced first, followed by defining

the reproduction function within a test_reproduce function, and subsequently calling this function.

Additionally, some issues rely on human-defined rules that LLMs struggle to interpret and apply

effectively. These project-specific conventions are typically unique to each repository and, as such,

are not easily transferable across different projects. A more comprehensive illustration of the

motivation will be presented in Section 3.

In this research, we propose EvoCoder, a novel continual learning framework for issue code

reproduction. EvoCoder introduces a hierarchical reflection architecture where an actor LLM

reproduces the issue code and stores the action trajectory in the memory. A Reflection LLM

distills experiences from its trajectory. To better maintain and utilize the extracted experience,

we design a hierarchical experience pool: the higher layer stores general experiences while the

lower layer corresponds to repository-specific experiences. To keep the experiences up-to-date

and continuously refined, we define five actions including Add, Remove,Merge, Endorse, and

Modify, for the reflection LM to manipulate the hierarchy of experiences. Our approach enables

the model to continuously learn and optimize as it encounters new problems, without incurring

additional computational costs associated with fine-tuning. In addition, it dynamically updates

and refines the model’s existing knowledge base, allowing it to develop expertise within a specific

domain.

, Vol. 1, No. 1, Article . Publication date: November 2018.



LLMs as Continuous Learners : Improving the Reproduction of Defective Code in Software Issues 3

We evaluate the effectiveness of the EvoCoder on SWE-bench [16] and compare it with the

state-of-the-art issue code reproduction methods. Experimental results reveal that EvoCoder can

improve the reproduction rate by 20%. In addition, the generated reproduction code successfully

assists in the model’s debugging process, thereby enhancing the accuracy of issue resolving.

The main contributions of our paper are threefold:

• An in-depth analysis of the root causes behind the failure of previous models on issue

reproduction.

• We propose a novel issue reproduction method based on continual learning and reflection

LM, resulting in a 20% increase in success rate.

• Extensive evaluation of the proposed method on state-of-the-art issue resolving benchmarks.

2 Background
2.1 Issue Resolving
Issue resolving is a critical component of software development and maintenance, encompassing the

identification, diagnosis, and resolving of software defects or issues reported by users or developers.

In this task, based on the provided problem descriptions and snapshots of the codebase, the model

needs to autonomously identify the specific locations that need modification [14, 29, 38, 50]. This

can be achieved through commands to search for certain files or by analyzing execution paths

using existing passing and failing test cases to pinpoint the most likely points of failure. Once

these locations are identified, the model generates the corresponding code snippets to address

the issues [25, 39, 46, 52]. During the generation process, the model can also perform debugging

and iterative revisions on its own [10, 12, 31, 35, 43]. For instance, syntax checkers can identify

syntactical errors, and test cases or code snippets that reproduce the issue can be executed to verify

whether the generated patches resolve the original errors. Any error messages or feedback from

these processes can be fed back into the model to further refine and improve the generated code.

In the final testing phase, the generated code patches must pass both the unit tests associated

with the current modifications—extracted from the pull requests submitted by programmers—and

the existing unit tests. This ensures that the new changes do not adversely affect previously

implemented functionalities, the generated code patches must pass both the unit tests associated

with the current modifications—extracted from the pull requests submitted by programmers—and

the existing unit tests. This ensures that the new changes do not adversely affect previously

implemented functionalities.

2.2 Issue Code Reproduction
Issue Reproduction involves the creation of executable code designed to reproduce the issues

reported by users. Historically, this challenge has been framed as a single-step code generation task,

wherein the model processes the issue description provided by the user and outputs the correspond-

ing code snippet intended to recreate the reported problem [17]. However, with advancements in

LLMs, there has been a shift towards models capable of engaging in multi-turn dialogues. This

evolution allows the models to not only generate initial code but also to interact with a simulated

environment for debugging purposes. Prominent instances of this advanced approach can be found

in systems like SWE-Agent [44] and CodeR [8], both of which utilize agent-based methodologies.

In these frameworks, the interaction begins with the model receiving a system prompt that outlines

the range of actions it can undertake, including edit, search, and other relevant tasks. Subsequently,

the user inputs the specifics of the issue they wish to address. Operating in a ReAct paradigm [45],

the model proceeds to analyze the current state, contemplate potential steps, and execute the most

suitable action. This typically involves generating the necessary files, modifying them to integrate
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4 Trovato et al.

the required features, and systematically debugging the program until it faithfully replicates the

’actual result’ specified in the original issue report, or halting if multiple attempts fail to yield

further progress.

In our work, we continue to build upon this agent-based paradigm, exploring how models can

achieve sustained improvement in the process of reproduce a wide variety of issues, thereby refining

its ability to accurately and efficiently reproduce issues over time.

3 Motivation
In this section, wemotivate our approach by analyzing the failure cases of CodeR [8], the state-of-the-

art method for issue reproduction. We run CodeR on SWE-bench-lite [6] and extract reproduction

code generated by CodeR from its resolving trajectories. Upon running the generated issue code,

we manually inspect the execution output and assess its correctness based on the following criteria:

(1) Completeness: The reproduced code must contain the core or complete code provided by

the users in the original issue.

(2) Consistency: (i) The error messages upon running the code should be consistent with the

provided full error messages. If the input issue involves adding a new feature, the output

should contain the new feature. (ii) Execution commands involved in the code must match

those described in the problem statement exactly.

(3) Authenticity: Error messages must be derived from actual runtime results, instead of mocked

outputs.

Ultimately, we collect a total of 84 erroneous codes generated by CodeR. Through manual

examination, we identified seven types of errors that can be categorized into two groups:

Internal errors (58.55%) refers to intrinsic errors that arise from the reproduction code itself ,

including 1)Wrong Reproduction Targets (4.00%): The execution results from the reproduced code

do not align with the expected error message described in the original issue. This is likely due to

the model’s difficulty in fully interpreting the natural language within the issue description—such

as distinguishing between error outputs and correct outputs. 2)Wrong Function Call (10.97%): the
reproduced code calls wrong functions or commands compared to the intended issue code. 3)

Over-mocking (14.63%): Mocking is a commonly used technique in software testing that isolates

test scripts from external dependencies by replacing them with mocked functions. However, when

the behavior of these dependencies is overly predefined, the mocked functions may not accurately

reflect the actual behavior of the original code. For instance, using print statements to output

error messages instead of triggering real errors can cause tests to pass even if underlying defects

exist. This limits the tests’ effectiveness in detecting issues, especially when the true behavior

of dependencies changes. 4) Missing Environment Requirements (6.10%): The reproduction only

contains the core code while missing the environmental setup. 5) Inaccurate Execution Results
(23.17%): The reproduced code contains logical errors during the reproduction process, causing

inconsistent results to those described in the issue. This is probably due to the restriction of model

capability and the task complexity.

External errors (41.45%) refers to the errors from external environmnents or executions,

including 1) Incorrect commands to run the code (14.63%): Some issues require specific commands for

reproduction, which are usually mentioned in the issue description or pertain to particular usages

of the repository. However, the previous methods uniformly used Python commands to run the

code, which could result in the inability to reproduce certain problems and 2) Wrong environment
setting (26.82%): Given that reproducing these issues often requires specific versions of libraries,

particular operating systems, and interactive environments (such as Jupyter), it may happen that
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even with correct code and execution instructions, the reported problem cannot be reproduced if

the exact environment is not set up.

While the external errors can be easily handled (e.g., by wrapping the reproduced code with

a shell script, including the required environmental modifications and commands for execution),

our focus shifts to the more complex internal errors—often the most challenging aspect of issue

reproduction. Through a comprehensive analysis of errors encountered during code reproduction,

we identified two recurring patterns:

def test_reproduce():
    # Simulate running the 
development server and saving a 
file
    print("Running development 
server...")
    ……
test_reproduce()

django__django-15388

def test_reproduce():
    ……
    try:
        assert False
    except AssertionError: 

print(f“Displayed: …")
test_reproduce()

pytest-dev__pytest-7220

def test_reproduce():
    # Simulating the Sphinx 
autodoc behavior
    print(f"var type: 
{type(var).__name__}")
    ……
test_reproduce()

sphinx-doc__sphinx-8435

(a) Example of the common errors across different libraries.

Traceback (most recent call 
last):
......
ModuleNotFoundError: No module 
named 'base'

django__django-10924

Traceback (most recent call 
last):
……
ModuleNotFoundError: No module 
named 'app'

django__django-14580

Traceback (most recent call 
last):
……
ModuleNotFoundError: No module 
named 'myapp'

django__django-14855

(b) Example of recurring errors within the same library.

Fig. 2. Examples of the characteristics of the encountered errors.

Finding 1: Some errors are common across libraries, such as cases that output simulated error

messages without reproducing the actual issue (Figure 2a). Resolving these requires the model to

continuously distill general rules from prior resolving experiences.

Finding 2: Some errors are library-specific, recurring within particular libraries. For example, the

errors illustrated in Figure 2b, which are frequently occurred, are often caused by the initial setup

in the Django library. Resolving these issues requires the LLM to adaptively acquire specialized

knowledge for each repository.

These insights are akin to how human programmers gradually become proficient with a library

by repeatedly using the library, solving its issues, and accumulating generic knowledge across

different libraries. This motivates us with a continuous learning strategy for issue reproduction,

where each reproduction attempt accumulates experience, fostering higher levels of automation

and broader applicability in issue reproduction.
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6 Trovato et al.

4 Metohod
4.1 Overview
In this paper, we propose a continuous learning pipeline that enables LLM agents to accumulate

experience from previously encountered issues. Unlike conventional methods, our approach does

not require fine-tuning; instead, it facilitates the model’s ability to continuously update and optimize

its stored experiences when addressing new challenges. The overall methodology is structured into

three main components: (i) an Actor LM which reproduces the issue using instructions and previous

experiences; (ii) a Reflection LM which extracts experience from theActor’s reproduction trajectories;

and (iii) a hierarchical Experience Pool which stores general and repository-specific experiences,

enabling the Reflection LM to continuously update and refine its accumulated knowledge.

Reflection LMActor LM Experience Pool

Update Experience
(Add/Edit/Rm/…)

Trajectories

thought

response

———
—</>--

τ1 τ2 … τn

Fetch Experience

Reflection

For Django, I
should always
initialize the
arguments …

?

🤖

…

🤖 >_ …

x x
-

———
—</>-

LLM System

Reproduced
Code

</>
action

√ ——
X——
√——
X—

Matplotlib

Django

Sympy

Common
Issues

Fig. 3. The overall framework of our approach

4.2 Actor: Reproduction Trial
The Actor is an LLM prompted to perform issue reproduction. Adopted from SWE-agent [44]

and CodeR [8], we formulate issue reproduction as a multi-turn conversation between agent and

computer. In each turn, the Actor is presented with a task instruction, the current system’s output,

and experiences from past resolving. It is asked to output a “Thought” about the current reproducing

step, followed by an “Action” like searching, viewing, and editing files. Once the reproduction

“Action” has been executed, the system responds with the new output, which is fed back to the

Actor as input for the next interaction. The dialogue continues, yielding a trajectory of Thought-

Action-Response sequences. To mitigate problems caused by improper environment configuration

and instruction misunderstanding, we also introduce a standardized process, which asks the model

to write instructions to run the code or install related packages in a sh script. The detailed prompt

for the Actor is as follows:
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Prompt for Actor

We’re currently solving the following issue within our repository. Here’s the issue text:
ISSUE: <issue>

INSTRUCTIONS:

You are now going to reproduce the provided issue (not solve the issue). Begin your terminal session in
the root directory of the repository. To assist you, use any bash commands or the special interface. Make
sure to open and read all the files you need, and execute any tests necessary to reproduce the issue.
Remember, YOU SHOULD ENTER ONE COMMAND AT A TIME. Always wait for a response after each command before
proceeding.
Once you have successfully reproduced the issue and are ready to report it, you can record the steps
you took. However, note that you cannot use any interactive session commands (e.g. python, vim) in
this environment, but you can run scripts. For example, you can execute a python script with python
<script_name>.py. But DO NOT run ’./run_reproduce.sh’ or ’bash ./run_reproduce.sh’, use run_reproduce_code
instead.
Once the reproduction is complete, please output the address of the file containing the reproduction
script in the following format.

NOTE ABOUT THE EDIT COMMAND: Indentation really matters! When editing a file, make sure to insert
appropriate indentation before each line! You should also check which file you opened in the editor
before editing it.

IMPORTANT TIPS:

1. Always start by trying to replicate the bug that the issues discusses.
If the issue includes code for reproducing the bug, we recommend that you re-implement that in your
environment. You MUST create files and execute follow the description, and run it to make sure you can
reproduce the bug.
If the bug reproduction script does not print anything when it successfully runs, we recommend adding a
print("Script completed successfully, no errors.") command at the end of the file, so that you can be
sure that the script indeed ran fine all the way through.

2. When reproducing the code, you should consider all the cases mentioned in the issue.
Before returning, check whether your reproduction of test is complete. The test should be consistent with
the issue description. Do not miss the content to be tested. NOTE that the provided code in the issue
description of test may be PARTIAL, please generate a complete version of the test code based on the
description.

3. If the bug reproduction script requires inputting/reading a specific file, such as buggy-input.png,
and you’d like to understand how to input that file, conduct a search in the existing repo code, to see
whether someone else has already done that. Do this by running the command: find_file "buggy-input.png"
If that doesn’t work, use the linux ’find’ command.

4. If you are uncertain about the specific line number when searching for a snippet of code, a class,
or a method within a file, prioritize using the g̀rep -nr <code/class/method>c̀ommand to retrieve the
approximate location. Then, after opening the file, use the g̀otoc̀ommand to navigate to the snippet,
preventing excessive use of the s̀croll downc̀ommand. If the g̀rep -nrc̀ommand does not retrieve any relevant
content, consider using the s̀croll downòr s̀croll upc̀ommands to search for the code after opening the file.

5. During the reproduction process, if you cannot reproduce due to missing packages in the environment,
you MUST use commands like pip, apt-get -y, etc. to install the corresponding packages, please assign
exact version of packages if you know when you use pip. Please use –quiet to suppress the output when
installing packages. DO NOT install <repo> package as it is already installed and fixed. Remember to
write these commands into run_reproduce.sh.

6. You MUST create a file ’run_reproduce.sh’ under the ROOT path of this repo and write the commands
into it, including packages you need to install. If you don’t need them, simply write commands for code
execution into it. Then you can use ’run_reproduce_code’ to run the code.

7. You must execute and modify the file UNTIL you can reproduce the issue. You can create a reproduce.py
script for this purpose. If you are able to run the commands directly within a shell script or create
other files follow the issue description, then this script is NOT necessary. The structure of your
reproduce.py code should output in the following format:

```
import ...

# setup test environment here
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8 Trovato et al.

# here is core test code, you MUST use ’test_reproduce’ as function name.

def test_reproduce():

<core code>...

# you MUST call ’test_reproduce’ here.

test_reproduce()

```

8. After editing the files, use ’run_reproduce_code’ to check whether the issue is reproduced. Please use
’open <file_name>’ to make sure the modified reproduce file have correct logic and STILL satisfies the
above format requirements.

9. If this issue pertains to the addition of a new feature, your reproduction code should serve to test
whether this functionality has been implemented.

10. You MUST show the output to the console. If you really need to output the result to a file, you MUST
use the ’cat’ command to output the result to the console.

11. This is the real environment. Please DO NOT use mock or simulation methods to solve the issue. You
need to reproduce the issue exactly as described in the issue.

12. If you think you have already reproduced the issue, you MUST use ’check’ to check whether the issue
is reproduced correctly before you submit the code.

13. Only return "submit" command when the current task is truly completed. If the current task still
cannot be completed after trying many different solutions, please return "fail" command.

13. Here are some experiences summarized from other issues in the same repository. Please refer to these
experiences during generation to avoid making the same mistakes.

<experience>

You MUST take into account all the cases mentioned in the issue and reproduce them.

Upon reproducing the entire issue, the dialogue history, known as the resolving trajectory, is

stored in a short-term memory. The trajectory contains concrete steps, thoughts, and strategies for

resolving issues, providing valuable guidelines for issue resolving. For example, some issues could

provide complete reproduction code, including specific usages of the library that the model might

not be able to generate on its own. The model undergoes debugging steps during the multi-round

dialogues, which can guide it in avoiding initial errors or steering clear of unproductive debugging

directions.

4.3 Reflection LM: Extracting Experience from Reproduction Trajectories
Having collected the trajectories, we distill them into experiences, guiding further issue repro-

duction. An experience is defined as a rule guiding what the Agent must do to avoid a certain

reproduction failure or follow unique coding styles that certain code repositories may have. While

previous work [23, 37] proposed using experience pools for knowledge accumulation, their ap-

proach faces two critical challenges: (1) experience bloat, where experiences become increasingly

verbose and detailed over time, hindering accurate issue pattern matching and experience utlizling,

and (2) experience rigidity, where experiences become static and fail to adapt to emerging issue

types and repository-specific error patterns.

To enable effective experience refinement, we design an LLM-based reflection mechanism that

analyzes task trajectories and golden test patches to continuously update the experience pool. Unlike

previous approaches that simply accumulate experiences, our method actively manages experience

quality through carefully designed prompts that instruct the reflection LLM to: (1) Analyze Trial.

Examines the reproduction trajectory and compares it with the golden test patch to identify

, Vol. 1, No. 1, Article . Publication date: November 2018.



LLMs as Continuous Learners : Improving the Reproduction of Defective Code in Software Issues 9

successful patterns or failure causes. This analysis determines whether to: Add new experiences

when discovering novel reproduction patterns;Modify existing experiences when current solutions

can be improved; Remove experiences that consistently lead to failed reproductions. (2) Analyze

Rule Applicability. Evaluate whether the experience should be: Agreed upon and kept if it proves

effective across multiple repositories;Merged with similar experiences to maintain conciseness;

Categorized as repository-specific or generally applicable.

For example, when analyzing a successful reproduction trial, the LLM first compares the issue

description with the golden test patch to understand the core reproduction pattern. If this pattern

represents a novel approach, it triggers an Add operation; if it refines an existing pattern, it initiates

a Modify operation. Through these reflection-based operations, the model continuously improves its

reproduction capability in two ways: First, by maintaining a curated set of high-quality experiences

that accurately capture issue reproduction patterns; Second, by organizing these experiences into

appropriate scopes (general or repository-specific) to facilitate efficient experience utilization. This

ensures that only high-quality experiences are retained and that the total number of experiences

remains within a manageable range, preventing it from growing indefinitely with the increasing

number of issues.

Prompt for Reflection LM: Summarize experience from the new trajectory

As a software engineering expert, you will be given an issue and summarize experiences from the resolving
trajectories. Experiences usually refer to the reason for the reproduction failure and some insights. Pay
special attention to this step when the model determines that the reproduction task has failed, but do
not follow its format.

Repository: <repo>

Issue: <issue>

Trajectory: <trajectory>

When summarizing your experiences, please carefully compare the issue with the Golden Test Patch. You
MUST NOT allow the newly added patch to pass the tests of your reproduction code but fail the Golden
Test Patch tests, so please read carefully and summarize which parts are missing from your reproduction code.

Your output should follow the format below. Please only output the list, do not output any other text.

For all repositories:
1. ...

2. ...

For <repo>:
1. ...

2. ...

If you believe this experience is relevant to all repositories and not just limited to <repo>, please
write them after ’For all repositories:’. If this experience is only applicable to the <repo> repository,
write it after ’For <repo>:’. Note that the content in the two parts should NOT have any repetitions.

4.4 Hierarchical Experience Pool
Based on the findings in Section 3, some error patterns are consistent across repositories, while

others are repository-specific. To better maintain and utilize the extracted experiences, we design a

hierarchical experience pool structure: a general pool at the top level captures common experiences

shared across all repositories, followed by a range of repository-specific pools that maintain experi-

ences unique to individual repositories. The common experiences are visible and collaboratively

maintained by all issues, whereas repository-specific experiences are only visible and maintained by

issues related to the specific repository. This architecture enables the model to distinguish between

common and repo-specific experiences more effectively, ensures that different types of experiences
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10 Trovato et al.

are managed and utilized effectively, thereby enhancing the overall performance and adaptability

of the model.

Prompt for Reflection LM: updating experience using multiple actions

You are an advanced reasoning agent capable of modifying your existing experiences (represented as rules)
by adding, editing, removing, or merging rules based on new rules provided. Your task is to update the
’Existing rules’ according to the ’New rules’ and ensure the final output includes a maximum of 4 operations.

New rules:

<new_rules>

Existing rules:

<existing_rules>

You may perform the following operations:
AGREE: Choose this option if the new rules are present in the existing rules and you think they are very
important.
REMOVE: Select this if the new rule contradicts existing rules or if there’s redundancy among the existing
rules.
ADD: Use this to introduce new rules that substantially differ from existing ones and are applicable to
relevant tasks.
EDIT: Opt for this if an existing rule lacks clarity or generality. Revise it for improvement or to
address past issues.
MERGE: Use this to consolidate two similar existing rules into a single, cohesive rule.

Each operation must closely follow the specified format:
<OPERATION> <RULE NUMBER>: <RULE>

The format for each operation is as follows:
AGREE <EXISTING RULE NUMBER>: <EXISTING RULE>
REMOVE <EXISTING RULE NUMBER>: <EXISTING RULE>
EDIT <EXISTING RULE NUMBER>: <NEW MODIFIED RULE>
ADD <NEW RULE NUMBER>: <NEW RULE>
MERGE <EXISTING RULE NUMBER1> <EXISTING RULE NUMBER2>: <NEW RULE>

Please follow the output format:

For all repositories:
1. ADD or EDIT or REMOVE or AGREE or MERGE ...
2. ...

For <repo>:

1. ADD or EDIT or REMOVE or AGREE or MERGE ...
2. ...

Please ensure:
1. There are no repetitions between the "For all repositories" and "For <repo>" sections.
2. If the length of EXISTING RULES is greater than 20, you must use remove or merge at least once.

Below are the operations you do to the above list of EXISTING RULES:

4.5 The Reproduction Process
Upon a new issue, the Actor LM selects both common and repo-specific experiences from the expe-

rience pool. For each repository, at most 10 experiences can be selected. The selected experiences

are ranked by their importance. Each experience has an initial importance of 2 and is increased by

1 if it is agreed upon. The selected experiences are incorporated into the prompt for resolving the

current issue.

The Reflection LM summarizes experiences from the resolving history (i.e., trajectories of issue-

resolving dialogues), determines the manipulation action, and updates the experience pool.

The reproduction process continues until the model concludes that it has successfully replicated

the issue. To prevent the model from prematurely declaring the task complete, we incorporate
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You are a helpful assistant tasked with writing tests to reproduce a specified issue, and you're 
working directly in the command line with a special interface.
COMMANDS:
{command_docs}
We're currently solving the following issue within our repository. Here's the issue text:
{issue}
Here are some experiences summarized from other issues in the same repository. Please refer to these 
experiences during generation to avoid making the same mistakes.
{experience}
(e.g. Use pytest to run the tests to capture detailed assertion rewriting messages.)

thought: To begin reproducing the issue, I will first create a new file named `reproduce.py` …
action: create reproduce.py

Agent

thought: ...Remove the direct call to 
`test_reproduce()` since it will be executed by 
the testing framework. Let's apply these 

corrections now.
action: edit 1:1
...

thought: The script has successfully simulated the 
error described in the issue, which is … Now we 
confirm that reproduced the issue.
action: submit

Computer

Original process of generation Generation with experience

Agent

Agent
thought: The output from running the 
`reproduce.py` script do not matches the behavior 
described in the issue...
action: edit 1:1
...

thought: Since the reproduction of the issue 
could not be completed successfully, I will mark 
this task as failed
action: fail

Python files will be checked for syntax errors 
after the edit. Simply try to edit the file again, 
but make sure to read the error message and modify 
the edit command you issue accordingly.

Agent

Computer

Agent

Computer

File: /django__django/reproduce.py (1 lines total)]
1:
(Open file: /django__django/reproduce.py)

(Current directory: /django__django)
bash-$

[File: /pytest-dev__pytest/reproduce.py (28 lines 
total)]
1:import os
2:import errno
...

Computer

.

.

. .
.
.

Fig. 4. Illustration of the issue reproduction process

additional verification steps. These steps involve ensuring that the model does not exhibit any of

the five intrinsic errors identified in Section 3. Only when all preset conditions are satisfied is the

issue considered to have been finally resolved.

An illustration example of the issue reproduction process is provided in Figure 4.

5 Evaluation
In this section, we present a comprehensive evaluation to assess the effectiveness of our method.

We address three primary research questions (RQs).

• RQ1: How effective is EvoCoder in issue code reproduction?We conducted experiments

to explore whether the continuous learning pipeline helps LLMs in generating reproduc-

tion code. We further conduct an ablation study of each component, in particular, whether

EvoCoder can better acquire general and repository-specific knowledge, as well as learning

from previous debugging processes to fix errors.
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• RQ2: Does the reproduced issue code empower issue resolving? The reproduced code

can be integrated into the issue resolving pipeline to facilitate bug localization (e.g., Spectrum-

Based Fault Localization (SBFL) [1, 2]). It can also be utilized as a test script to verify the

correctness of a generated function, thus facilitating code generation. This RQ aims to explore

the efficacy of our method when integrated into the entire issue resolving pipeline, with a

focus on the improvements in bug localization and the generation of debugging environments.

• RQ3: What types of errors can EvoCoder help resolve? To understand why EvoCoder is

effective in resolving issues, we conduct an in-depth analysis of how it addresses the errors

made by previous methods (as discussed in Section 3). Specifically, we identify and summarize

the nuanced ways in which EvoCoder transforms these errors into less severe forms, thereby

enabling more efficient final resolutions.

5.1 RQ1: Effectiveness in Issue Code Reproduction
5.1.1 Dataset. We utilize the widely used SWE-bench benchmark [16], which is designed to test

the capability to address practical software engineering challenges. For a fair comparison, we focus

on a refined subset called SWE-bench Lite [6]. This subset comprises 300 instances from SWE-bench

that have been sampled to be more self-contained and covers 11 out of the original 12 repositories,

ensuring a comparable range and distribution of projects as the full dataset. Our goal is to have the

model attempt to reproduce and solve the specific issues described in each dataset entry.

5.1.2 Metrics. We did not use automatic metrics because there is a lack of ground-truth answers for

reproducing code in the selected dataset. In addition, other metrics, such as the failure of reproduced

code when run on the original code, do not fully equate to successful reproduction. Therefore,

we ask LLM and human to score the quality of the reproduced code, adhering to five criteria:

1) the reproduction precisely aligns with the issue description; 2) the code contains no syntax

or logical errors; 3) the replication process must NOT involve any form of mocking, simulation,

or re-implementation of core logic that substitutes real interactions when such interactions are

necessary to reproduce the issue. 4) The reproduction code should correctly interact with the

necessary systems or components to produce an authentic replication of the issue. 5) the execution

result of the reproduction code captures and demonstrates the key aspect of the issue as described.

1. LLM-as-a-judge scores. We leverage GPT-4 [3, 32] to judge the success of reproduced code.

The input provided to the model includes the content of the issue, the reproduced code, and the

execution result of the code. The LLM is asked to analyze whether the reproduced code meets the

five criteria. Based on the results, the model concludes whether the code successfully reproduces

the issue. The prompt used for the scoring is as follows:

Prompt for LLM Judgement

As a software engineering expert, you are tasked with assessing the effectiveness of reproduction code
in replicating an original issue as described. The input will be received in the following format:
Issue: <issue_description>
Reproduction Code: <code>
Execution Result of Reproduction Code: <exec_result>
Your task is to review the reproduction code and output, then answer whether the code successfully
reproduced the issue, strictly avoiding any form of simulation or re-implementation of core logic that
substitutes real interactions. You are required to use the following format:
Analyse from all aspects:
1. Alignment with Issue Description: Ensure the reproduction code precisely aligns with the issue described,
targeting the core problem and interacting with the actual components mentioned. The code must invoke the
actual methods/classes from the framework or library being discussed. But do not care about the version.
2. Code Problem Check: Ensure the code has no syntax or logical errors.
3. Avoidance of Mocking: The replication process must NOT involve any form of mocking, simulation, or
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re-implementation of core logic that substitutes real interactions when such interactions are necessary
to reproduce the issue. For instance, directly emulating component behavior without using the actual
implementation described in the issue is not acceptable.
4. Correct Interaction: The reproduction code should correctly interact with the necessary systems or
components to produce an authentic replication of the issue.
5. Demonstration of Error Cases: Confirm that the execution result of the reproduction code captures and
demonstrates the key aspect of the issue as described. Pay special attention to differentiating between
expected behavior as described in the issue and the actual behavior observed. The reproduction code should
include tests for both valid and invalid inputs if applicable, to demonstrate any issues with error
messages or unexpected behavior clearly.
Answer: [Success or Fail]
Error Type: [1-5] (indicate only the first encountered issue, list the corresponding number from Analysis
Points, and include this only if the answer is "Fail")
Please conduct your analysis based on the aspects outlined above and provide a detailed answer.

2. Human scores. We ask human developers to judge the success of reproduction according to the

same criteria in Section 3. In our experiment results, we observed high consistency between human

and model assessments, indicating that both methods provide reliable and credible evaluation

outcomes.

5.1.3 Baselines. We compared our method with three state-of-the-art approaches for issue code

reproduction:

SWE-agent [44]: a system that facilitates LM agents to autonomously use computers to solve

software engineering tasks, including issue resolving. SWE-agent provides an Agent-Computer

Interface that includes actions such as opening and editing files and executing commands, allowing

the model to interact almost freely with the computer. In the paper, the system is employed to

address the full issue resolving process, with reproduction being one of its stages.

CodeR [8]: an issue resolving approach built upon SWE-agent. The method adopts a multi-agent

architecture, designating the reproducer as a specialized agent. It also introduces format constraints

for the generated reproduction code.

LIBRO [17]: an initial exploration into using large language models to accomplish the task of

issue code reproduction. The primary method involves employing few-shot examples to prompt

the LLM to generate more effective reproduction code. To adapt this method to SWE-bench, we

employed a multi-round conversational approach similar to CodeR, and included two successful

reproduction code snippets from the same library in the initial prompt to guide the model.

5.1.4 Results. As shown in Table 1, EvoCoder exhibits a significant improvement in accuracy,

indicating that the continuous learning approach indeed enhances the model’s performance on

similar tasks. Although few-shot prompting can be somewhat effective, its impact is limited. One

reason is that identifying the most relevant examples can be challenging andmay not be solely based

on character or semantic similarity. Another reason is that, without explicit guidance, the model

may struggle to reflect and generalize useful insights from the provided examples for subsequent

reproduction tasks.

5.1.5 Ablation Study. We also conducted an ablation study on our method. Specifically, we tested

the removal of the action-based update mechanism, the exclusion of repository-specific experiences,

and the elimination of general experiences. We found that all components are crucial for the final

results. The action-basedmode ensures that themodel’s experience is updated in a timely and flexible

manner, preventing it from becoming overly bloated or rigid. Removing repo-specific experiences

renders the learning process too generalized, hindering the acquisition of repository-specific

knowledge. Conversely, removing general experiences isolates the experience pool within each

repository, preventing the sharing of common knowledge, which can lead to a lack of experience

when encountering a new repository with no existing experience.
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Table 1. Comparison of reproduction accuracy by various methods

Method Accuracy (%)
LLM-judged Human-judged

SWE-agent 26.67 27.00

CodeR 34.00 33.33

LIBRO 45.00 45.00

EvoCoder (Ours) 54.00 ↑ 9.00 53.33 ↑ 8.33

- w/o Action 45.66 ↓ 8.34 46.00 ↓ 7.33

- w/o Repo-Specific Experiences 46.67 ↓ 7.33 46.33 ↓ 7.00

- w/o General Experiences 49.33 ↓ 4.67 49.00 ↓ 4.33

5.2 RQ2: Effect on Issue Resolving
We investigate the impact of our issue reproduction method in the entire issue resolving pipeline.

In other words, how EvoCoder enhances the overall process of identifying, diagnosing, and fixing

defects, thereby improving the quality and maintainability of software.

5.2.1 Setup. We take bug fix as an instance of issue resolving, where the initially generated code

fails to pass the test cases. To fix the bug, the model generates a patch, applies it to the reproduced

code, and verifies whether the bug has been fixed. If the patch fails, the model iterates through

debugging and patch regeneration, continuing this cycle until the code is corrected or a maximum

of three attempts (as set in our experiments) are reached.

We apply EvoCoder to two state-of-the-art debugging methods, AutoCodeRover [50] and Agent-

less [40], and compare the performance before and after applying EvoCoder. We measure the

performance using the number of resolved issues and the rate of issue fixes. For the Agentless

approach, we use the reproduction code to filter generated patches. We merge patches based on

their occurrence frequency and select only those that produce different outputs before and after

applying the patch, prioritizing the one with the highest frequency.

5.2.2 Result. As shown in Table 2, incorporating the reproduction code by EvoCoder has a signifi-

cant impact on the model’s accuracy. For example, by applying EvoCoder to AutoCodeRover, the

number of resolved issues increases from 15 to 18, an approximation of 20% improvement. The

results are consistent across two basic debuggers and metrics, suggesting the effect of EvoCoder in

issue resolving.

Table 2. Comparison of Reproduction Ratios

# of Resolved Issues Fix Rate (%)

AutoCodeRover 15 22.06

+ w/ EvoCoder 18 ↑ 3 26.47 ↑ 4.41

Agentless 16 23.53

+ w/ EvoCoder 18↑ 2 26.47 ↑ 2.54

5.3 RQ3: Error Type Transitions
To understand how EvoCoder facilitates issue resolving, we revisit the seven reproduction errors

made by CodeR as discussed in Section 3. We perform a more in-depth analysis to examine how

EvoCoder addresses or mitigates each of these errors.
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Figure 5 shows the transition matrix of error types from CodeR and our method, along with

their respective distributions. Our method successfully addresses a significant portion of issues

previously encountered by CodeR. For instance, it resolves 40.9% of environment setting errors

identified in CodeR.

For issues not directly resolved by our current approach, the encountered errors often shift from

simpler issues, such as wrong invocation or over-mocking, to more complex challenges involving

deeper logical reproduction. For example, 33.3% of the errors caused by incorrect reproduction

target have been mitigated to environment setting errors. This suggests that EvoCoder effectively

addresses simpler issues, primarily leaving only the more complicated ones unresolved. We also

observe cases where other errors transition into incorrect reproduction targets, particularly when

the issue descriptions are ambiguous. In these instances, the model may generate a response

broadly relevant to the repository instead of specifically tailored to the issue, reflecting a partial

understanding of the problem. For such complex cases, we anticipate that further improvements to

the base model, or exploring more detailed task decomposition strategies, could yield more accurate

resolutions.

Moreover, the standardized process we implemented within the Actor framework has proven

especially effective in reducing issues related to environment misconfiguration and misunderstand-

ings of instructions.

Resolved
Environ. 
setting

Wrong 
command 
for running

Inaccurate 
Results

Missing 
requirement

Over-mocking

Wrong 
function 

call
Wrong 

Reproducing 
Target
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Over-
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Inaccurate 
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C

od
eR

Errors (or resolutions) by EvoCoder

Fig. 5. The transition matrix of error types from CodeR to our method. The number in each cell denotes the
percentage of errors in CodeR that has transitioned to EvoCoder
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6 Case Study
To further verify the effectiveness of EvoCoder in real-world scenarios, we analyze two cases from

SWE-bench to demonstrate the experiences we have gathered and how these experiences assist in

addressing subsequent issues. The results are shown in Figures 6.

The first example pertains to an issue with the ‘pytest’ library. The model merely included

an assert statement within the ’test_reproduce()’ function without performing any additional

operations. The code is run by simply running the ’python’ command when no prior experience

exists. After incorporating the experience gained from previous tasks, the model did not explicitly

call the defined functions within the reproduction script; instead, it allowed the ’pytest’ command

to automatically scan and check the tests. This approach is specific to ’pytest’ and differs from the

practices used with other libraries. Consequently, without specific experience with this library, the

model would not be able to learn or adopt this method.

The second reproduction case involves a specific time formatting requirement within an error

message. Our experiences specified that the model’s output should align with the details provided

in the issue, yet the model’s output failed to capture the error message both before and after

integrating these experiences. This situation highlights two key points: First, despite the incorpo-

ration of prior experience, the model’s inherent limitations may still prevent it from successfully

reproducing the issue, underscoring the need for further enhancement of the model’s natural

language comprehension capabilities. Second, such challenges commonly occur when the issue

description is limited to textual explanations without concrete elements, such as reproducible code,

expected results, or detailed specifications. For large models to effectively assist with coding issues,

it is crucial to provide them with clear, comprehensive input.

7 Limitations and Future Work
Despite achieving significant results, our work has certain limitations, pointing to potential research

directions that warrant further exploration.

First, the current research derives experiences directly from dialogue history, resulting in rela-

tively generalized guidelines. Future work could benefit from a more granular approach—such as

analyzing specific actions taken during the repair process—to generate more targeted and actionable

recommendations.

Second, existing code generation [15, 27, 34, 42, 51] technologies lack comprehensive handling

of boundary conditions in the way that unit tests do. As a result, even reproduced code may still

exhibit issues. A promising direction for enhancement could involve integrating code generation

with automated unit test generation. This combined approach could leverage the strengths of both

methods while addressing their individual limitations, leading to more robust testing outcomes.

While this study primarily addresses issue code reproduction, our method holds significant

potential for broader application. In future research, our approach could be extended to a range of

coding scenarios, such as code translation [13, 21, 33], code editing and refactoring [4, 7, 19, 36, 47,

48]. By collaboratively building and maintaining a comprehensive repository of best practices and

insights for these tasks, we can improve development efficiency and promote knowledge sharing

to better support the software development community.

8 Related Work
8.1 Repository-level Issue Resolving
With the introduction of Devin [11], the world’s first AI programmer, researchers have begun

to pursue the goal of enabling AI not only to assist in programming but also to independently

complete software development and repair tasks [18, 22]. Towards this objective, SWE-bench [16]
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### Description
Wrong path to test file when directory 
changed in fixture Files are shown as 
relative to new directory when working 
directory is changed in a fixture. ...
### Steps/Code to Reproduce
test_path_error.py:
@pytest.fixture
def private_dir():  # or (monkeypatch)
    out_dir = 'ddd'

    try:
        shutil.rmtree(out_dir)
    ...
def test_show_wrong_path(private_dir):
    assert False

### Expected Results
test_path_error.py:29: AssertionError 
### Actual Results
../test_path_error.py:29: AssertionError

import os
import errno
import shutil
import pytest

@pytest.fixture
def private_dir():  # or (monkeypatch)
    out_dir = 'ddd'

    try:
        shutil.rmtree(out_dir)
    except OSError as ex:
        if ex.errno != errno.ENOENT:
            raise
    os.mkdir(out_dir)

    old_dir = os.getcwd()
    os.chdir(out_dir)
    yield out_dir
    os.chdir(old_dir)
    # Same issue if using:
    # monkeypatch.chdir(out_dir)

def test_reproduce():
    assert False

test_reproduce()
------------------------------------------
# command to run the code:
python reproduce.py

Reproduce code without experienceissue

import os
import errno
import shutil
import pytest

@pytest.fixture
def private_dir():  # or (monkeypatch)
    out_dir = 'ddd'

    try:
        shutil.rmtree(out_dir)
    except OSError as ex:
        if ex.errno != errno.ENOENT:
            raise
    os.mkdir(out_dir)

    old_dir = os.getcwd()
    os.chdir(out_dir)
    yield out_dir
    os.chdir(old_dir)
    # Same issue if using:
    # monkeypatch.chdir(out_dir)

def test_show_wrong_path(private_dir):
    assert False

------------------------------------------
# command to run the code:
pytest reproduce.py

Reproduce code with experience

For all repositories:
...
For pytest:
 - Ensure that the test cases are 
implemented exactly as described in the 
issue to accurately reproduce the problem.
 - Use pytest to run the tests to capture 
detailed assertion rewriting messages.
...

experience

(a) The reproduction code for issue ’pytest-dev__pytest-7220’, utilizing repository-specific experience for
pytest and reproducing the issue successfully

### Description
If you enter a duration “14:00” into a 
duration field, it translates to 
“00:14:00” which is 14 minutes. The 
current error message for invalid 
DurationField says that this should be 
the format of durations: “[DD] 
[HH:[MM:]]ss[.uuuuuu]”. But according to 
the actual behaviour, it should be: “[DD] 
[[HH:]MM:]ss[.uuuuuu]”, because seconds 
are mandatory, minutes are optional, and 
hours are optional if minutes are 
provided. ...

...
# Define a model with a DurationField
class TestModel(models.Model):
    duration = models.DurationField()

# Test function to reproduce the issue
def test_reproduce():
    test_instance = TestModel()
    try:
        # This is the input we're testing, 
which should be 14 hours
        test_instance.duration = "14:00"
        test_instance.full_clean()
        print("Duration accepted:", 
test_instance.duration)
    except ValidationError as e:
        print("Validation error:", e)

# Call the test function
test_reproduce()
------------------------------------------
# command to run the code:
python reproduce.py

Reproduce code without experienceissue

...
class TestForm(forms.Form):
    duration = forms.DurationField()

def test_reproduce():
    # Test with an invalid duration format
    form = TestForm(data={'duration': 
"invalid_duration"})
    if form.is_valid():
        print("Form is valid, duration:", 
form.cleaned_data['duration'])
    else:
        # This should trigger an error 
message
        print("Form is not valid, errors:", 
form.errors['duration'])

# Call the test_reproduce function
test_reproduce()
------------------------------------------
# command to run the code:
python reproduce.py

Reproduce code with experience

For all repositories:
 - When reproducing an issue, ensure 
that the test scenario closely mimics 
the context and conditions described in 
the issue report.
...
For django:
...

experience

(b) The reproduction code for issue ’django__django-11049’, utilizing general experience but failing to repro-
duce the issue.

Fig. 6. Two cases of issue reproduction by our method

serves as the first benchmark of this task. The benchmark compiles 2,294 problem-pull request

pairs from 12 popular Python repositories. Unlike existing coding benchmarks (e.g. HumanEval [9],

MBPP [5], CodeContests [20]), which typically focus on self-contained problems solvable within

a few lines of code, SWE-bench more closely reflects the challenges encountered in real-world

software development.

Based on this benchmark, numerous works have emerged to address repository-level issue

resolving. One category of work involves designing a series of actions for the model, allowing it to
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freely explore how to perform repairs. For example, SWE-agent [44] provides an Agent-Computer

Interface (ACI) that enables the model to interact freely with the computer and complete tasks using

its own capabilities. Building upon this, CodeR [8] adopts a multi-agent architecture, simulating a

team to collaboratively complete tasks.

Another category of work structures the entire process into three stages: defect localization, code

generation, and debugging and filtering. AutoCodeRover [50] was the first to propose this workflow,

while RepoUnderstander [28] utilized Monte Carlo methods to assist in defect localization, and

MarsCode Agent [24] employed code knowledge graphs and language server protocols to enhance

the model’s understanding of the code repository structure.

Our work primarily focuses on generating reproducible code for issue replication, with the

primary aim of providing executable code to facilitate the model’s debugging process and is also

designed to be readily integrable with other methodologies.

8.2 Issue Code Reproduction
Issue code reproduction is attracting increasing attention from researchers. LIBRO [17] was the first

to propose using large models to accomplish the task of reproducing problematic code, prompting

these models with a few examples to generate more effective reproduction code.

With the development of various agent strategies [11, 24, 28, 38, 40, 44, 50], it has been found

that adopting a multi-round dialogue approach can more effectively activate the capabilities of

models, thereby achieving better results. Many solutions addressing the full-chain issues of agents

in SWE-Bench [16] have already incorporated this element [8, 44]. However, they have only added

some fixed tips in a relatively simplistic manner, without implementing more refined designs.

Furthermore, some research attempts to directly generate corresponding unit tests from issue

reports [30]. The test functions produced by this method can integrate better into the overall content

of the repository. However, the generation of unit tests may be a more challenging task, as it requires

simultaneous consideration of code location and generation while ensuring that the addition of

new tests does not disrupt the existing structure. Observations indicate that the accuracy of unit

test generation is currently lower than that of the aforementioned code reproduction methods.

In this study, we further improve the success rate of code reproduction based on the Agent-

Computer Interface provided by SWE-agent [44] and the mechanism of multi-round dialogues.

Meanwhile, we view the automatic generation of unit tests as a more ambitious and challenging

long-term goal, anticipating a transition towards this advanced form of reproduction when model

capabilities significantly improve in the future.

9 Conclusion
In this paper, we propose a novel continuous learning framework for issue code reproduction.

Our method maintains a hierarchical pool for both common and repo-specific experiences. By

continuously resolving new issues, the model accumulates experiences specific to each repository

and progressively updates its common knowledge base. Experimental results demonstrate that our

method achieves a 20% improvement in issue code reproduction compared to the state-of-the-art

methods. Additionally, our approach significantly enhances performance in the repository-level

issue resolving tasks.

10 Data Availability Statement
We release our code to encourage further exploration in this direction. The artifact that supports the

results discussed in this paper is available at https://anonymous.4open.science/r/EvoCoder-6433/
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