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Abstract—Simultaneous Transmitting and Reflecting Recon-
figurable Intelligent Surfaces (STAR-RISs) are being explored
for the next generation of sixth-generation (6G) networks. A
promising configuration for their deployment is within cell-
free massive multiple-input multiple-output (MIMO) systems.
However, despite the advantages that STAR-RISs could bring,
challenges such as electromagnetic interference (EMI) and phase
errors may lead to significant performance degradation. In this
paper, we investigate the impact of EMI and phase errors
on STAR-RIS-assisted cell-free massive MIMO systems and
propose techniques to mitigate these effects. We introduce a
novel projected gradient descent (GD) algorithm for STAR-
RIS coefficient matrix design by minimizing the local channel
estimation normalised mean square error. We also derive the
closed-form expressions of the uplink and downlink spectral effi-
ciency (SE) to analyze system performance with EMI and phase
errors, in which fractional power control methods are applied for
performance improvement. The results reveal that the projected
GD algorithm can effectively tackle EMI and phase errors to
improve estimation accuracy and compensate for performance
degradation with nearly 10% ∼ 20% SE improvement. Moreover,
increasing access points (APs), antennas per AP, and STAR-RIS
elements can also improve SE performance. Applying STAR-RIS
in the proposed system achieves a larger 25%-likely SE than
conventional RISs. However, the advantages of employing more
STAR-RIS elements are reduced when EMI is severe.

Index Terms—Cell-free massive multiple-input multiple-
output, electromagnetic interference, phase errors, simultaneous
transmitting and reflecting reconfigurable intelligent surface,
spatial correlation, spectral efficiency.

I. INTRODUCTION

THERE is a growing interest in researching sixth-

generation (6G) wireless communication to address the

ever-increasing demand for ubiquitous connectivity and higher

data rates [1]–[4]. In past developments, massive multiple-

input multiple-output (MIMO) has been one of the cornerstone

technologies for enhancing data rates, reliability and coverage

[5]–[7]. However, in cellular networks with cell boundaries,

massive MIMO experiences harsh inter-cell interference [3].

To address the limit of massive MIMO in cellular networks,

cell-free massive MIMO has been proposed to help diminish

inter-cell interference, provide more extensive coverage and

leverage favorable propagation configurations [8]–[10]. Cell-

free massive MIMO utilizes a distributed architecture with
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a central processing unit (CPU) that facilitates numerous

geographically distributed access points (APs), which can

synchronously provide service to users [3], [11], [12]. Cell-free

massive MIMO integrates distributed networks and massive

MIMO, so that the spectral efficiency (SE) performance can

be greatly enhanced, even while using conjugate beamforming

[2], [5], [13]. In [7], [11], a CPU-based large-scale fading

decoding (LSFD) receiver has been proposed for uplink SE

performance enhancement to utilize the benefits of cell-free

massive MIMO. However, more APs introduce higher network

overhead and power consumption, and the proposed system

can experience poor quality of service (QoS) under severe

propagation conditions [3], [7], [8]. Therefore, advanced tech-

nologies must be developed to meet the required QoS and

handle these challenges in cell-free massive MIMO.

Reconfigurable intelligent surfaces (RISs) can be used to

shape electromagnetic waves smartly without increasing the

number of APs or power consumption. They are thus regarded

as a promising technology to assist cell-free massive MIMO

systems [5], [8], [14]. RISs are two-dimensional structures

containing numerous passive reflecting elements that have the

potential to reshape the propagation environment using the

amplitude and phase shift adjustment at the RIS surface. RISs

also do not need digital signal processing or active power

amplifiers, so they can be implemented with lower complexity

than a regular massive MIMO base station [13], [15], [16].

RISs can enhance wireless network performance by introduc-

ing additional controllable and reconfigurable cascaded links

with low cost and power consumption [3], [6], [17]. Integrating

RIS with cell-free massive MIMO could allow the advantages

of both to be obtained jointly [18]–[20]. For example, the

SE performance of spatially correlated RIS-assisted cell-free

massive MIMO systems has been investigated [19], [21]. In

[6], [18], [22], channel estimation improvement methods were

introduced. [23] introduced hybrid beamforming for energy

efficiency (EE) optimization to enhance RIS-assisted cell-

free massive MIMO system performance. Moreover, [7], [22]

evaluated the system performance of electromagnetic interfer-

ence (EMI)-aware RIS-assisted cell-free massive MIMO and

[13] studied the performance of RIS-assisted cell-free massive

MIMO systems with channel aging and EMI.

In their conventional form, RIS is configured to reflect

incoming signals, and therefore, in wireless configurations, the

receiver and transmitter are located on the same side of the

RIS [5], [24]. However, in practice, users may be positioned

on both RIS sides [1], [5]. To tackle this limitation, [25],

http://arxiv.org/abs/2411.14030v1
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[26] introduced the novel simultaneously transmitting and

reflecting RIS (STAR-RIS) concept. STAR-RISs can provide

full space coverage since the incoming signals incident on the

STAR-RIS could be separated into reflected and transmitted

signals [1], [5]. Moreover, the amplitudes and phases of

the reflected and transmitted signals can be controlled by

reflection and transmission coefficients, respectively, of the

STAR-RIS [1], [5], [27]. To realize the benefits of STAR-RISs,

[28] investigated the fundamental coverage characterization.

[29] introduced passive beamforming design and resource

allocation to optimize the sum rate and coverage range of

STAR-RIS-assisted orthogonal multiple access (OMA) and

non-orthogonal multiple access (NOMA) networks. STAR-

RIS was also introduced in [30] to enhance full-duplex

communication system performance. [27], [31] formulated a

STAR-RIS-assisted massive MIMO system model to study the

performance with phase errors introduced in [32], [33] caused

by unavoidable phase-estimation imperfections.

Motivated by the interplay of RISs and cell-free massive

MIMO systems, the joint benefits of STAR-RISs and cell-free

massive MIMO systems may also be exploited [5]. Research

on STAR-RIS-assisted cell-free massive MIMO systems is

at an early stage. It includes [5], which introduced spatial

correlation, and [24], which studied the sum-rate optimization

of STAR-RIS-assisted cell-free massive MIMO systems. [21]

studied the SE performance of active STAR-RIS-assisted cell-

free massive MIMO systems considering spatial correlation.

Similar to conventional RIS-assisted systems [7], [22], [34],

[35], when STAR-RIS elements are highly correlated, EMI

impinging on the STAR-RIS will degrade system performance.

However, no existing analyses focus on EMI-aware STAR-

RIS-assisted cell-free massive MIMO systems. This includes

the absence of the analysis of performance limits and the

introduction of design guidelines for STAR-RIS-assisted net-

works suffering from EMI. Moreover, as far as we know, the

study of STAR-RIS/RIS-assisted cell-free massive MIMO with

phase errors has also been limited with [27], [31] introducing

the non-negligible phase error effect on STAR-RIS-assisted

massive MIMO systems. Motivated by these observations, it

is useful to analyze the joint effect of EMI and phase errors

on the performance of STAR-RIS-assisted cell-free massive

MIMO systems over spatially correlated channels.

To the best of our knowledge, this paper is the first to focus

on the performance analysis of spatially correlated STAR-RIS-

assisted cell-free massive MIMO systems, where STAR-RISs

are non-ideal and experience EMI and phase errors. We derive

the data transmission model and the closed-form expressions

of the uplink and downlink SE with corresponding fractional

power control. We introduce a projected gradient descent (GD)

algorithm to enhance the channel estimation normalised mean

square error (NMSE) and reduce the performance degradation

caused by EMI and phase errors. Uplink transmission utilizes

the LSFD at CPU and maximum ratio (MR) at APs. Addition-

ally, downlink transmission applies conjugate beamforming.

We also evaluate the sum SE performance with fractional

power control methods.

In the following, we summarize the major contributions of

this work as:

Fig. 1. System model for STAR-RIS-Assisted Cell-Free Massive MIMO
Systems.

• We establish a spatially correlated STAR-RIS-assisted cell-

free massive MIMO model with EMI and phase errors. To

the best of our knowledge, this is the first work to introduce

EMI and phase errors in STAR-RIS-assisted cell-free massive

MIMO.

• To investigate the impact of EMI and phase errors on the

proposed system performance, we derive the data transmission

model and the closed-form expressions of uplink and downlink

SE with corresponding fractional power control. We then

conduct Monte Carlo simulations to validate the closed-form

analytical results.

• We propose a projected GD algorithm for the uplink chan-

nel estimation to optimize the STAR-RIS coefficient matrix,

which contains the optimization of the amplitudes and the

phase shifts of the STAR-RIS. Our proposed GD algorithm can

minimize the channel estimation NMSE and introduce extra

channel estimation accuracy gain.

• The results show that the proposed GD algorithm, more

APs, and antennas per AP could compensate for the perfor-

mance degradation brought on by EMI and phase errors. More-

over, more STAR-RIS elements are required to improve system

performance, while STAR-RISs cannot bring significant gain

when EMI is severe.

The remainder of this paper is organized as follows. Section

II introduces the spatially correlated STAR-RIS-assisted chan-

nel model with EMI and phase errors. Section III introduces

uplink channel estimation with pilot contamination and the

projected GD algorithm. Section IV and Section V derive

closed-form analytical expressions for the uplink and downlink

SE with fractional power control, respectively. We provide

numerical results and discussions in Section VI, and Section

VII summarizes the paper and proposes subsequent works.

II. SYSTEM MODEL

Fig. 1 illustrates a STAR-RIS-assisted cell-free massive

MIMO system [5], [21]. M APs with N antennas each, con-

nected to the CPU through optimal backhaul links, can serve K

single-antenna users synchronously. The L-element STAR-RIS

assists in the communication between APs and users. First, the

group of users indexed by set Kr with cardinality |Kr | = Kr,

are located on the same side of the APs and STAR-RIS in

the reflection area. Similarly, users indexed by set Kt with
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|Kt| = Kt, are located in the transmission area of the STAR-

RIS. Note that Kr+Kt = K andKr∩Kt = ∅. We also define the

STAR-RIS operation mode of the k-th user as ωk, ∀k. That is,

if the k-th user is located in the reflection area experiencing the

reflection mode of the STAR-RIS (k ∈ Kr), ωk = r. Similarly,

ωk = t if the k-th user is located in the transmission area

experiencing the transmission mode of the STAR-RIS (k ∈ Kt)

[5]. Moreover,Wk is the set of users sharing the same STAR-

RIS operation mode, including the k-th user.

A. STAR-RIS Protocols

In general, energy splitting (ES), mode switching (MS),

and time switching (TS) have been introduced as three

feasible protocols for STAR-RIS operation [1], [5]. In this

work, we mainly focus on ES protocol, in which all STAR-

RIS elements are operated jointly in reflection and trans-

mission modes to serve all users regardless of their loca-

tions. As such, the STAR-RIS coefficient matrices follow

Θt = diag(ut
1
θt

1
, ut

2
θt

2
, ..., ut

L
θt

L
) ∈ CL×L for the transmission

mode and Θr = diag(ur
1
θr

1
, ur

2
θr

2
, ..., ur

L
θr

L
) ∈ CL×L for the

reflection mode, respectively, where ES amplitude coefficients

are ut
l
, ur

l
∈ [0, 1], (ut

l
)2
+ (ur

l
)2
= 1, and the induced phase

shifts are θt
l
= eiϕt

l , θr
l
= eiϕr

l with ϕt
l
, ϕr

l
∈ [0, 2π), ∀l [1], [21].

Note that the consideration that the reflecting coefficient phase

and transmitting coefficient phase are coupled is left for future

works [5]. Moreover, it is possible to treat the MS protocol as

a special case of ES protocol, in which ut
l
, ur

l
are restricted to

binary values, namely ut
l
, ur

l
∈ {0, 1} [1], [5].

B. STAR-RIS-assisted Channel Model with Phase Errors

We assume that the system experiences correlated Rayleigh

fading and operates in time-division duplex (TDD) mode [13],

[15], [36], experiencing channel reciprocity. This work as-

sumes that obstacles have blocked the direct channels between

the k-th user and the m-th AP. In this case, only the cascaded

STAR-RIS-assisted channels are available for communication

[5]. The cascaded STAR-RIS-assisted uplink channel between

the k-th user and the m-th AP can be provided by

gmk = gmΘ̄ωk
Θωk

gk, (1)

where Θωk
is the STAR-RIS coefficient matrix defined in

Sec. II-A. The phase error matrix is defined as Θ̄ωk
=

diag(θ̄
ωk

1
, θ̄
ωk

2
, ..., θ̄

ωk

L
) ∈ CL×L, where θ̄

ωk

l
= eiϕ̄

ωk
l , ∀l, ∀k. Note

that the phase errors are typically modelled by independent

and identically distributed (i.i.d) random variables with a

zero mean satisfying the uniform distribution or the von

Mises distribution [27], [33], [37]. In this paper, we consider

ϕ̄
ωk

l
∈ [−a, a], ∀l, following the uniform distribution with zero

mean and a characteristic function as E{eiϕ̄
ωk
l } = sin(a)

a
= φ, ∀l

[31], [37]. Furthermore, the uplink channel from the STAR-

RIS to the m-th AP, gm ∈ CN×L, is obtained as

gm =

√

βmR1/2
m,rvmR

1/2
m,t , (2)

where βm is the large-scale fading coefficient between the

m-th AP and the STAR-RIS, vm ∈ CN×L consists of i.i.d.

random variables following CN(0, 1). The respective spatial

correlation matrices at the m-th AP and STAR-RIS are Rm,r

and Rm,t = AR ∈ CL×L [5], [13], [22]. In particular, dH and

dV are the respective horizontal width and the vertical height

to introduce the STAR-RIS element area A = dHdV [38]. The

(x, y)-th element in R is given by [35]

[R]x,y = sinc

(
2||ex − ey||
λc

)

, (3)

where sinc(a) = sin(πa)/(πa) is the sinc function, λc is the

carrier wavelength [7], [19], [35]. The position vector of the

x-th STAR-RIS element is ex = [0,mod(x − 1, Lh)dh, ⌊(x −
1)/Lh⌋dv]

T [7], [13]. Lh is the number of column elements

and Lv is the number of row elements at STAR-RIS, with

L = LhLv. Moreover, the uplink channel between the k-th user

and the STAR-RIS, gk ∈ CL×1 is formulated as

gk =
√
βkR

1/2

k
vk. (4)

Similar to (2), βk is the large-scale fading coefficient between

the k-th user and the STAR-RIS. Rk = AR ∈ CL×L is the spatial

correlation matrix of STAR-RIS following (3). vk ∈ CL×1 is

the independent fast-fading channel containing i.i.d random

variables obeying CN(0, 1). In this case, the channel vector

gmk has the covariance matrix distributed as

∆mk = E{gmkgH
mk
}

= βmβkRm,rtr

(

R
1/2
m,t Θ̄ωk

Θωk
RkΘ

H
ωk
Θ̄

H
ωk

R
1/2
m,t

)

= βmβkRm,rtr(Tωk
),

(5)

with

Tωk
= A2R1/2

Θ̄ωk
Θωk

RΘH
ωk
Θ̄

H
ωk

R1/2
= A2R1/2R̄ωk

R1/2, (6)

where R̄ωk
= E{Θ̄ωk

Θωk
RΘH

ωk
Θ̄

H
ωk
} = E{Θωk

Θ̄ωk
RΘ̄H

ωk
Θ

H
ωk
} =

Θωk

(

φ2R + (1 − φ2)R ◦ IL

)

Θ
H
ωk

[27], [31]. Since we consider

the uniformly distributed phase errors, ∆mk does not depend

on the phase-shifts if φ = 0 [27]. For ease of calculation,

we assume that a = π/2 in this paper to study the STAR-

RIS coefficient optimization. The von Mises-distributed phase

errors will be studied in future works.

C. Electromagnetic Interference Model

Based on [35], successive incoming plane waves introduced

by external sources can superpose to generate EMI to degrade

the system performance. The electromagnetic waves are typi-

cally incident from directions spanning large angular intervals

[7], [13], [35]. Then, the STAR-RIS spatial correlation model

applies to uniform-distributed isotropic scattering [3], [35].

The EMI impinging on the STAR-RIS can be given by

nω ∼ CN(0, Aσ2
ωR), (7)

where ω = t, r represents the transmission or reflection area

EMI comes from, σ2
ω is the EMI power in the relevant area.

We introduce a modified EMI power expression referring to

[7], [13], [35] to make the EMI scalable and feasible. First,

when ω = r, the EMI in the reflection area has the power

σ2
r =

√

pu pd

∑M
m=1 βm

∑

k∈Kr
βk

MKrρ2
r

, (8)
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where pd and pu are the respective downlink and user transmit

power. ρr is the ratio of the received signal power and the EMI

power in the STAR-RIS reflection area [7], [35]. Similarly,

when ω = t, the EMI in the transmission area has the power

σ2
t =

pu

∑

k∈Kt
βk

Ktρt

, (9)

where ρt represents the ratio of the received signal power

and the EMI power in the STAR-RIS transmission area. For

simplicity, ρt = ρr = ρ is assumed in this work.

III. UPLINK CHANNEL ESTIMATION UTILIZING THE

PROJECTED GD ALGORITHM

We propose a projected GD algorithm that minimizes the

channel estimation NMSE to optimize the STAR-RIS coeffi-

cient matrix. The optimization of the STAR-RIS coefficient

matrix is crucial since improving the channel estimation accu-

racy results in notable performance enhancement [3], [5]. In

our approach, we adopt the cascaded channel estimation with

an uplink channel estimation phase using pilot symbols [5].

A. Uplink Channel Estimation

For uplink channel estimation,
√
τpϕk ∈ Cτp×1 is assumed

to be the pilot sequence allocated to k-th user, in which τp

is the pilot signal length and ϕH
k
ϕk = 1,∀k. Note that τc, the

coherence interval, is much larger than τp for higher transmis-

sion efficiency [3], [7]. In this case, K > τp introduces users

sharing the same orthogonal pilot sequences and results in pilot

contamination [12]. We adopt Pk with ϕH
k
ϕk′ = 1,∀k′ ∈ Pk, to

represent the user set using the same pilot sequence including

k itself. Distinct from the conventional assumption [3], [6], we

consider that EMIs from the reflection area and transmission

area impinging on the STAR-RIS jointly are received by APs

in the channel estimation phase [7], [35]. Thus, we can obtain

the received signal at m-th AP, Ym,p ∈ CN×τp , as

Ym,p =
√
τp pp

∑K

k=1
gmkϕ

H
k + gmΘ̄rΘrNr + gmΘ̄tΘtNt + Nm,p,

(10)

where pp is the pilot transmit power, Nr and Nt are the

respective EMI from the reflection area and transmission area,

with v-th column following
[

Nω
]

v
∼ CN(0, Aσ2

ωR), ω ∈ {t, r}.
Nm,p is the additive white Gaussian noise (AWGN), where v-

th column follows
[

Nm,p

]

v
∼ CN(0, σ2IN), in which σ2 is the

noise power. Then, the projection of Ym,p on ϕk is given by

ymk,p = Ym,pϕk

=
√
τp pp

∑K

k′=1
gmk′ϕ

H
k′ϕk

+ gmΘ̄rΘrNrϕk + gmΘ̄tΘtNtϕk + Nm,pϕk

=
√
τp pp

∑

k′∈Pk

gmk′ + gmΘ̄rΘrNrϕk + gmΘ̄tΘtNtϕk

+ Nm,pϕk.

(11)

According to the minimum mean square error (MMSE) esti-

mation method [13], [18], gmk is estimated by

ĝmk =

E

{

ymk,pgH
mk

}

E

{

ymk,pyH
mk,p

}ymk,p =
√
τp pp∆mkΨ

−1
mkymk,p, (12)

where

Ψmk = τp pp

∑

k′∈Pk

∆mk′

+

(

βmσ
2
r tr(Tr) + βmσ

2
t tr(Tt)

)

Rm,r + σ
2IN .

(13)

Based on the above-mentioned observations, the channel

estimation ĝmk and the estimation error g̃mk = gmk − ĝmk

can be distributed by CN (

0,Qmk

)

and CN (

0,∆mk −Qmk

)

,

respectively, with

Qmk = τp pp∆mk(∆mkΨ
−1
mk)H. (14)

Then, referring to [6], [39], the channel estimation accuracy

can be verified by the channel estimation NMSE, given by

NMSE =

∑M
m=1

∑K
k=1 E

{

||g̃mk ||2
}

∑M
m=1

∑K
k=1 E

{

||gmk ||2
} =

∑M
m=1

∑K
k=1 tr(∆mk −Qmk)

∑M
m=1

∑K
k=1 tr(∆mk)

.

(15)

B. STAR-RIS Coefficient Matrix Optimization

To improve the channel estimation accuracy, we focus on

minimizing the NMSE from all users and APs in (15) to

optimize STAR-RIS coefficient matrices. First, we model the

optimization problem for the NMSE minimization of STAR-

RIS-assisted cell-free massive MIMO systems regarding phase

shifts and amplitudes as [3], [5]

P1 : min
θ, u

NMSE (16a)

subject to

(ut
l)

2
+ (ur

l )
2
= 1, ∀l (16b)

ut
l ≥ 0, ur

l ≥ 0, ∀l (16c)

|θtl | = |θ
r
l | = 1, ∀l (16d)

where θ = [θt, θr] and u = [ut, ur]. θω ∈ CL×L and uω ∈ CL×L

are diagonal matrices with Θω = uωθω = θωuω, ω ∈ {r, t}.
The optimization problem is non-convex [5], [40]. The am-

plitudes and the phase shifts for reflection and transmission

are coupled [5]. Thus, we focus on the projected gradient

descent (GD) algorithm to achieve the optimal solution to

the minimization problem locally [40], [41]. The proposed

projected GD algorithm, decreasing the objective from the

current iteration (θn, un) to the gradient direction, contains the

following iterations [5], [42], [43]

θn+1
= Pθ (θn − µ∇θn NMSE(θn, un)) , (17)

un+1
= Pu (un − µ∇un NMSE(θn, un)) , (18)

where µ is the step size for θ and u, the superscript is

the iteration index. To meet the constraints, we apply the

projection functions Pθ (θ) and Pu (u) following [5], [44]

[Pθ (θ)]i,z =
θi,z

|θi,z|
, z ∈ {i, i + L}, i = 1, ..., L, (19)

[Pu (u)]i,z =
ui,z

√

u2
i,i
+ u2

i,i+L

, z ∈ {i, i + L}, i = 1, ..., L.
(20)

Based on the observations mentioned above, Algorithm 1 il-

lustrates the iterative procedure of the projected GD algorithm

to converge to a stationary point of P1 [5], [40]. We initialize



5

∇xωNMSE(θ, u) = ∇xω

∑M
m=1

∑K
k=1 tr(∆mk −Qmk)

∑M
m=1

∑K
k=1 tr(∆mk)

=

∑M
m=1

∑K
k=1 tr(Qmk)∇xω

(∑M
m=1

∑K
k=1 tr(∆mk)

)

−
∑M

m=1

∑K
k=1 tr(∆mk)∇xω

(∑M
m=1

∑K
k=1 tr(Qmk)

)

(∑M
m=1

∑K
k=1 tr(∆mk)

)2

=

∑M
m=1

∑K
k=1 tr(Qmk) ·

(∑M
m=1

∑

k∈Kω ∇xω tr(∆mk)
)

−∑M
m=1

∑K
k=1 tr(∆mk)

(∑M
m=1

∑

k∈Kω ∇xω tr(Qmk)
)

(∑M
m=1

∑K
k=1 tr(∆mk)

)2
,

(24)

∇θωk
tr(Qmk) = A2τp pptr

(

Ψ
−1
mk∆mkΠmk + ∆mkΨ

−1
mkΠmk

)

diag
(

R̄Θ∗ωk
RT uT

ωk

)

− A2τp pp

(

τp pp

∑

k′∈Pk∩Wk

tr

(

Ψ
−1
mk∆

2
mkΨ

−1
mkΠmk′

)

diag
(

R̄Θ∗ωk′
RT uT

ωk′

)

− βmσ
2
ωk

tr

(

Ψ
−1
mk∆

2
mkΨ

−1
mkRm,r

)

diag
(

R̄Θ∗ωk
RT uT

ωk

)
)

.

(26)

Algorithm 1 Gradient Descent Based STAR-RIS Design

Inputs: ǫ (tolerance), IterMax;

Output: θ, u, NMSE(θ, u)

1: Initialize θ0, u0, f0
= NMSE(θ0, u0)

2: for t = 1 : IterMax do

3: θ = [], u = [];

4: µ = 1 − t − 1

2 · IterMax
; (step size)

5: θ = Pθ
(

θ0 − µ∇θ0 NMSE(θ0, u0)
)

6: u = Pu

(

u0 − µ∇u0 NMSE(θ0, u0)
)

7: Calculate f = NMSE(θ, u)

8: if
∣
∣
∣f − f0

∣
∣
∣ ≤ ǫ then

9: break

10: else

11: θ0
= θ, u0

= u, f0
= f;

12: end if

13: end for

the step size µ and reduce it by increasing the iterations.

Proposition 1: When the MS protocol is in operation, for

simplicity, the projected GD algorithm for u is updated to

un+1
= P̄u (∇un NMSE(θn, un)) , (21)

with z ∈ {i, i + L}, P̄u (u) is defined as

[P̄u (u)]i,z =

{

1, max
(|ui,i|, |ui,i+L|

)

= |ui,z|
0, max

(|ui,i|, |ui,i+L|
)

> |ui,z|.
(22)

Proposition 2: Note that the complex gradients of NMSE(θ, u)

in terms of θ, u can be computed as [5], [42], [43]

∇xNMSE(θ, u) = [∇xt
NMSE(θ, u)T ,∇xr

NMSE(θ, u)T ]T ,

(23)

where x ∈ {θ, u}. The decomposition of ∇xωNMSE(θ, u)T is

shown in (24) at the top of this page with ω ∈ {t, r}. Similar

to (6), R̄ = E{Θ̄T
ωk

RT
Θ̄
∗
ωk
} = φ2R+(1−φ2)IL. Referring to [45],

[46], we can obtain the following closed-form expressions as

∇θωk
tr(∆mk) = A2βmβktr

(

Rm,r

)

diag
(

R̄Θ∗ωk
RT uT

ωk

)

, (25)

∇uωk
tr(∆mk) = 2A2βmβktr

(

Rm,r

)

RE

{

diag
(

R̄Θ∗ωk
RTθT

ωk

)}

,

(27)

and ∇θωk
tr(Qmk) and ∇uωk

tr(Qmk) are shown as (26) at the top

of this page and (28) at the top of the next page.

Proof: Please see Appendix A.

As an overall summary, we can use (14) and (15) to

determine the channel estimation NMSE by applying the

projected GD algorithm with (17)-(18) to optimize (16).

IV. UPLINK TRANSMISSION AND CLOSED-FORM SE

EXPRESSIONS

We derive novel closed-form uplink SE expressions with

fractional power control to investigate the uplink performance

of the proposed STAR-RIS-assisted cell-free massive MIMO

systems. EMI and phase errors are included in the analysis.

Local MR decoding at the APs and LSFD processing at the

CPU during the uplink transmission are introduced [7], [13].

A. Uplink Data Transmission

First, APs use the local channel estimation to estimate

the corresponding uplink data. Next, APs forward the data

estimates to the CPU for data detection [12], [47]. Thus, the

received signal at the m-th AP, ym ∈ CN×1 is obtained as

ym =
√

pu

∑K

k=1
gmk

√
ηk sk + gmΘ̄rΘrnr + gmΘ̄tΘtnt + wm,

(29)

where pu is the user transmit power. sk ∼ CN(0, 1) is the k-th

user’s transmit signal, ηk is the uplink power control coefficient

with
∑K

k=1 ηk ≤ K. nω ∼ CN(0, Aσ2
ωR) is the EMI at the

reflection area or transmission area, with respect to ω ∈ {t, r}.
wm ∼ CN(0, σ2IN) is the noise at the m-th AP.

Then, the m-th AP multiplies its local channel estimate

conjugate with ym to detect the symbol transmitted by the

k-th user. Subsequently, APs send the obtained quantity šmk ,

ĝH
mkym to the CPU via the fronthaul link [3], [13], [47]. The

CPU uses weights amk with ak = [a1k, ..., aMk]
T ∈ CM×1 to

obtain ŝk =
∑M

m=1 a∗
mk

šmk as (30) at the top of the next page,

in which DEk is the desired signal, BUk is the beamforming

gain uncertainty, UIkk′ is the inter-user interference, EMIk and

NSk are the respective EMI and noise.
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∇uωk
tr(Qmk) = 2A2τp pptr

(

Ψ
−1
mk∆mkΠmk + ∆mkΨ

−1
mkΠmk

)

RE

{

diag
(

R̄Θ∗ωk
RTθT

ωk

)}

−2A2τ2
p p2

p

∑

k′∈Pk∩Wk

tr

(

Ψ
−1
mk∆

2
mkΨ

−1
mkΠmk′

)

RE

{

diag
(

R̄Θ∗ωk′
RTθT

ωk′

)}

−2A2τp ppβmσ
2
ωk

tr

(

Ψ
−1
mk∆

2
mkΨ

−1
mkRm,r

)

RE

{

diag
(

R̄Θ∗ωk
RTθT

ωk

)}

.

(28)

ŝk =

∑M

m=1
a∗mkĝH

mk

(

√
pu

∑K

k=1
gmk

√
ηk sk + gmΘ̄rΘrnr + gmΘ̄tΘtnt + wm

)

=

√
puηk

∑M

m=1
a∗mkE

{

ĝH
mkgmk

}

sk

︸                                 ︷︷                                 ︸

DSk

+

√
puηk

∑M

m=1
a∗mk

(

ĝH
mkgmk − E

{

ĝH
mkgmk

}
)

sk

︸                                                 ︷︷                                                 ︸

BUk

+

∑K

k′,k

√
pu

∑M

m=1

√
ηk′a

∗
mkĝH

mkgmk′ sk′

︸                                  ︷︷                                  ︸

UIkk′

+

∑M

m=1
a∗mkĝH

mkgmΘ̄rΘrnr +

∑M

m=1
a∗mkĝH

mkgmΘ̄tΘtnt

︸                                                              ︷︷                                                              ︸

EMIk

+

∑M

m=1
a∗mkĝH

mkwm

︸               ︷︷               ︸

NSk

.

(30)

SINRu,k =

E{|DSk|2}

E{|BUk|2} +
∑K

k′,k
E{|UIkk′ |2} + E{|EMIk|2} + E{|NSk|2}

=

puηk

∣
∣
∣
∣a

H
k bk

∣
∣
∣
∣

2

∑

k′∈Pk

puηk′a
H
k Ωkk′ak +

∑K

k′=1
puηk′a

H
k

(

Υkk′ + Ῡkk′

)

ak − puηk

∣
∣
∣
∣a

H
k bk

∣
∣
∣
∣

2

+ σ2
t aH

k Γt,kak + σ
2
r aH

k Γr,kak + σ
2aH

k Λkak

.

(32)

B. Performance Analysis and Closed-form SE Derivations

The use-and-then-forget (UatF) bound [12], [47] is utilized

to determine the uplink SE lower bound. Based on (30), the

uplink SE of the k-th user is expressed as

SEu,k =
τc − τp

τc

log2

(

1 + SINRu,k

)

, (31)

where the effective signal-to-interference-plus-noise ratio

(SINR) is denoted by SINRu,k, and its closed-form expression

is given by (32) at the top of this page.

Since the LSFD receiver introduced in [7], [47] can maxi-

mize the k-th user’s effective SINR, the corresponding weight

vector ak ∈ CM×1 can be given by

ak =

[
∑

k′∈Pk

puηk′Ωkk′ +

∑K

k′=1
puηk′

(

Υkk′ + Ῡkk′

)

− puηkbkbH
k + σ

2
t Γt,k + σ

2
rΓr,k + σ

2
Λk

]−1

bk.

(33)

The CPU can optimize the weight vector for the uplink

SE maximization. Note that the LSFD receiver achieves the

maximum SE with high complexity. The conventional matched

filter (MF) receiver in [2], [12] can be utilized for low-

complexity transmission by using ak = [1/M, 1/M, ..., 1/M]T .

Proof: Please refer to Appendix B.

C. Uplink Power Control

Uplink fractional power control is introduced to reduce

the near-far effects in the EMI-aware and phase error-aware

environment [13], [48]. The k-th user’s uplink power control

coefficient, depending on its corresponding large-scale fading

coefficients, is formulated as

ηk =

K ·
∑M

m=1
tr(∆mk)

∑M

m=1

∑K

k′=1
tr(∆mk′)

, ∀k. (34)

As a summary of the derivations in this section, note that

we can use (31)- (34) to determine the uplink SE performance.

V. DOWNLINK DATA TRANSMISSION AND CLOSED-FORM

SE EXPRESSIONS

We derive novel closed-form downlink SE expressions and

utilize fractional power control to investigate the downlink per-

formance of the proposed STAR-RIS-assisted cell-free massive

MIMO system suffering from EMI and phase errors.

A. Downlink Data Transmission

The precoding vector fmk ∈ CN×1, ∀m, ∀k is utilized to

assist the broadcast channel of the downlink data transmission

[16]. Since the system is operated under TDD mode, the

channel reciprocity characteristic can regard the uplink channel

transpose as the downlink channel [13], [39]. Therefore, the

transmitted signal by the m-th AP can be obtained as

xm =
√

pd

∑K

k=1
fmk

√
ηmkqk, (35)

where pd is the downlink transmit power, qk ∼ CN(0, 1) is the

signal transmitted to the k-th user, ηmk denotes downlink power

control coefficients satisfing E
{|xm|2

} ≤ pd. This work applies

conjugate beamforming, that is, fmk = ĝ*
mk. With the assistance

of (12), (36) at the top of the next page expresses the received
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rk =

M∑

m=1

gT
mkxm + (Θ̄ωk

Θωk
gk)T nr + zk =

M∑

m=1

K∑

k′=1

√
ρdgT

mkĝ∗mk′
√
ηmk′qk + (Θ̄ωk

Θωk
gk)T nr + zk

=

√
pd

M∑

m=1

E

{

gT
mkĝ∗mk

}√
ηmkqk

︸                             ︷︷                             ︸

DSk

+

√
pd

M∑

m=1

(

gT
mkĝ∗mk − E

{

gT
mkĝ∗mk

})√
ηmkqk

︸                                            ︷︷                                            ︸

BUk

+

K∑

k′,k

√
ρd

M∑

m=1

gT
mkĝ∗mk′

√
ηmk′qk

︸                         ︷︷                         ︸

UIkk′

+ (Θ̄ωk
Θωk

gk)T nr
︸             ︷︷             ︸

EMIk

+ zk
︸︷︷︸

NSk

,

(36)

SINRd,k =

pd

∣
∣
∣
∣

∑M

m=1

√
ηmkE

{

gT
mkĝ∗mk

}∣
∣
∣
∣

2

pd

∑K

k′=1
E

{∣
∣
∣
∣

∑M

m=1

√
ηmk′g

T
mkĝ∗mk′

∣
∣
∣
∣

2
}

− pd

∣
∣
∣
∣

∑M

m=1

√
ηmkE

{

gT
mkĝ∗mk

}∣
∣
∣
∣

2

+ E

{∣∣
∣
∣(Θ̄ωk

Θωk
gk)T nr

∣
∣
∣
∣

2}

+ σ2

=

pd

∣
∣
∣
∣c

H
k bk

∣
∣
∣
∣

2

∑

k′∈Pk

pdcH
k′Ωk′kck′ +

∑K

k′=1
pdcH

k′

(

Υk′k + Ῡk′k

)

ck′ − pd

∣
∣
∣
∣c

H
k bk

∣
∣
∣
∣

2

+ βkσ
2
r tr(Tωk

) + σ2

.

(39)

signal at the k-th user where nr ∼ CN(0, Aσ2
r R) denotes the

EMI from the reflection area, zk ∼ CN(0, σ2) represents the

receiver noise at the k-th user.

B. Performance Analysis and Closed-form SE Derivations

Based on (36), we can lower bound the downlink SE of the

k-th user and obtain it by [6], [12]

SEd,k =
τc − τp

τc

log2

(

1 + SINRd,k

)

. (37)

We omit the proof procedure since the proof is similar to

Appendix B. Meanwhile, the EMI term is given by

E

{∣∣
∣
∣(Θ̄ωk

Θωk
gk)T nr

∣
∣
∣
∣

2}

= E

{

(Θ̄ωk
Θωk

gk)T nrn
H
r (Θ̄ωk

Θωk
gk)∗

}

= βkσ
2
r tr(Tωk

).
(38)

Then, with the assistance of ck = [
√
η1k,
√
η2k, ...,

√
ηMk]T ∈

C
M×1, ∀k, (39) at the top of this page shows the closed-form

expression of SINRd,k.

C. Downlink Power Control

According to [16], [22], [48], we introduce the fractional

power control to meet the downlink power constraint. This

work assumes that E
{|xm|2

}

= pd, and the downlink power

control coefficients can be obtained as

ηmk =

(∑K

k′=1
tr(Qmk′ )

)−1

, ∀k, ∀m. (40)

As a summary of the derivations in this section, we can

utilise (37)-(40) to determine the downlink SE performance.

VI. NUMERICAL RESULTS AND DISCUSSIONS

This section presents numerical results, that demonstrate the

impact of EMI and phase errors on the STAR-RIS-assisted

cell-free massive MIMO system. These results provide perfor-

mance limits and system design guidelines. We also introduce

the innovative use of the projected GD algorithm, which

optimizes the STAR-RIS coefficient matrix to improve system

performance. Particularly, (14) and (15) allow us to determine

the channel estimation NMSE by applying the projected GD

algorithm with (17)-(18) to optimize (16). (31)- (34) determine

the uplink SE performance and (37)-(40) determine the down-

link SE performance. The numerical results include Monte

Carlo (MC) simulations and closed-form analytical results.

The analytical results quantify a mathematical approximation

of the average performance over the channel realizations to

indicate how design variables affect performance visually.

A. Parameter Setup

In the results, a two-dimensional coordinate system similar

to [5], [49] is utilized, and all coordinates are in meters.

STAR-RIS is located at (xSTAR-RIS, ySTAR-RIS) = (500, 100), APs

are randomly distributed around the origin with xAP, yAP ∈
[−100, 100]. Users in the reflection area are located with

xuser ∈ [400, 600] and yuser ∈ [0, 100), while users in the

transmission area are distributed with xuser ∈ [450, 550] and

yuser ∈ (100, 150]. The AP, user and RIS heights are 15m,

1.65m, and 30m [6]. We also apply the path loss model in [2],

[22] and follow the relevant settings to express the large-scale

fading coefficients as βx = PLx · zx (x = mk, m, k). PLx is the

three-slope path loss, zx is the log-normal shadowing. Unless

mentioned, the uplink transmission applies LSFD receiver

cooperation, pp = pu = 20 dBm, pd = 23 dBm, σ2
= −91

dBm, and dh = dv = λ/4 for the STAR-RIS elements. More-

over, the AP spatial correlation model follows the exponential

correlation model introduced in [13], [50], fc = 1.9 GHz is

the carrier frequency, the coherence interval length is τc = 200

with the bandwidth B = 20 MHz, τp = 4 is applied for channel

estimation [7]. For the projected GD algorithm, we set the

maximum number of iterations IterMax= 100, the initial step

size µ = 1 and tolerance ǫ = 10−6 until stated [43].

B. Channel Estimation Accuracy

Channel estimation NMSE versus pp is displayed in Fig. 2.

In this work, the equal STAR-RIS coefficient matrix follows

uω
l
= 1/

√
2, ϕr

l
= π/4, ϕt

l
= ϕr

l
+ π/2, ∀l. The conventional

MMSE scheme with an equal STAR-RIS coefficient matrix

without EMI or phase errors is considered as the baseline sce-

nario [7], [16]. The closed-form analytical results calculated
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Fig. 2. NMSE vs pp with M = 20, N = 4, K = 12, Kt = Kr = 6, L = 16,
ρ = 20 dB, d = λ/4 (MC Simulations and Analytical Results).
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Fig. 3. Sum SE vs the number of APs M with N = 4, K = 12, Kt = Kr = 6,
L = 16, d = λ/4 (MC Simulations and Analytical Results).
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Fig. 4. Sum SE vs the number of antennas per AP N with M = 20, K = 12,
Kt = Kr = 6, L = 16, d = λ/4 (Analytical Results).

by (5), (6), (14) and (15) match the performance delivered

by Monte Carlo simulations closely. Note that τp = 4 < K

causes pilot contamination. The joint effect of EMI and phase

errors also reduces the channel estimation accuracy. In this

case, a non-zero error floor occurs even when pp is increased.

In addition, as a special case of ES protocol, the MS protocol

experiences a worse NMSE since the MS protocol contains

restricted amplitude coefficients as binary values, lessening the
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Fig. 5. Average SE per user vs the number of users K with M = 20, N = 4,
Kt = Kr, d = λ/4 (Analytical Results).
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flexibility of the STAR-RIS coefficient matrix design. On the

other hand, the proposed projected GD algorithm provides the

best performance, significantly increasing estimation accuracy

and decreasing NMSE. Our simulations also reveal that the

convergence speed of the proposed projected GD algorithm

increases with a larger step size, and the random initialization

of the STAR-RIS coefficients can affect the convergence speed,

agreeing with [40]. When pp = 20 dBm and IterMax= 1000,

µ = 1 takes around 100 iterations, µ = 0.5 takes around 200

iterations to converge. Moreover, random initial phase shifts,

ϕr
l
< π with µ = 1, take around an average of 300 iterations

to converge, while the steady-state NMSE is unaffected.

C. Effects of the Number of APs and Antennas Per AP

Fig. 3 and Fig. 4 represent the sum SE as functions of the

number of APs and antennas per AP, respectively, where the

sum SE is formulated as SEsum =
1

2

∑K

k=1

(

SEu,k + SEd,k

)

. The

closed-form analytical results based on (31)- (34) and (37)-

(40) can match the numerical results delivered by Monte Carlo

simulations closely. It shows that increasing APs and antennas

per AP can enhance the sum SE, especially with severe EMI.

However, the growth of performance gains will be diminished

with the increasing number of APs and antennas per AP.

This is because the introduction of increased spatial freedom
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cannot make up for the significantly increasing inter-user

interference, EMI and network overhead. Fig. 3 reveals that for

the ES protocol, the sum SE with the proposed projected GD

algorithm can introduce a larger 22% to 12%-likely SE than

that with the equal coefficient matrix, decreasing growth trend

with the increasing number of APs. Moreover, the sum SE

with LSFD can introduce a larger 3%-likely SE than that with

MF. The harsh propagation conditions bring up the limited

performance gain. Similarly, Fig. 4 indicates that the sum SE

with the proposed projected GD algorithm introduces a larger

20% to 10%-likely SE than that with the equal coefficient

matrix, experiencing a decreased growth trend. Meanwhile,

the proposed system with the projected GD algorithm can

outperform the baseline scenarios. Similar to Fig. 2, the sum

SE of the MS protocol performs worse than that of the ES

protocol. However, more APs and antennas per AP cannot

fully release their benefits under harsh propagation conditions.

Thus, the number of APs and antennas per AP must be

appropriately raised to meet the required system performance.

D. Effects of the Number of users

The average SE per user, determined by SEave = SEsum/K,

is displayed in Fig. 5 as a function of the number of users

with different STAR-RIS elements. The results reveal that

increasing the number of users decreases the average perfor-

mance since more users increase inter-user interference and

introduce more severe pilot contamination. Note that increas-

ing the number of STAR-RIS elements can compensate for

the decrease in performance caused by increasing users since

more STAR-RIS elements can introduce more reflected energy

and transmitted energy in their respective areas. Moreover, the

proposed projected GD algorithm can help to improve the av-

erage SE per user with EMI and phase errors. However, a topic

derived from this is scalable implementation since the number

of users might be extremely large, which introduces high com-

putational complexity and processing overhead [9], [20]. Thus,

it is crucial to introduce advanced signal-processing methods

to eliminate pilot contamination and inter-user interference.

Moreover, a future topic might be introducing STAR-RISs in

user-centric cell-free massive MIMO where fewer APs serve

each user to achieve low-complexity computational feasibility.

E. Effects of the Number of STAR-RIS Elements

Fig. 6 indicates the sum SE as a function of the number of

STAR-RIS elements. We can find that increasing the number

of STAR-RIS elements could significantly enhance the system

performance with a gradually decreasing growth trend. More-

over, we can find that smaller inter-element distance introduces

higher spatial correlation to decrease the system performance.

A remarkable insight is that more STAR-RIS elements increase

the performance of the MS protocol, surpassing that of the ES

protocol under harsh propagation conditions. This is because

more STAR-RIS elements will introduce more severe EMI

and phase errors to degrade the system performance. The

MS protocol might introduce higher energy in the area where

users are close to the APs to maintain performance. To further

show the benefits of STAR-RIS deployment, we present a

benchmark scenario with a conventional transmitting-only RIS

and a reflecting-only RIS positioned next to each other at the

exact STAR-RIS location. For fairness, each conventional RIS

(cRIS) is assumed to have L/2 elements [1]. It shows that

the proposed STAR-RIS-assisted system can achieve a 25%-

likely SE improvement than that with cRISs, which motivates

the deployment of STAR-RISs in cell-free massive MIMO

systems. Appropriately increasing the number of STAR-RIS

elements can improve system performance with EMI and

phase errors. Meanwhile, EMI elimination and phase error

compensation methods should be introduced to enhance the

benefits of deploying more STAR-RIS elements.

VII. CONCLUSION

STAR-RIS-assisted cell-free massive MIMO represents a

sustainable and attractive architecture that leverages their

combined advantages. To our knowledge, this work is the first

to analyze the performance of spatially correlated STAR-RIS-

assisted cell-free massive MIMO systems, taking into account

the impacts of EMI and phase errors while conducting SE per-

formance analysis. We introduced the projected GD algorithm

for designing the STAR-RIS coefficient matrix, aimed at mini-

mizing the NMSE. We derived the closed-form expressions of

the uplink and downlink SE with respective uplink LSFD de-

coding and downlink conjugate beamforming for performance

evaluation. The results reveal that EMI and phase errors cause

non-negligible degradation in channel estimation accuracy and

sum SE. Our proposed projected GD algorithm can improve

estimation accuracy and introduce a 10% ∼ 20%-likely SE

improvement. Increasing APs/AP antennas and STAR-RIS

elements can also reduce performance degradation. However,

severe EMI could mitigate the advantages of increasing STAR-

RIS elements. More users might introduce severe inter-user

interference and pilot contamination to reduce the average SE

per user. Distinct from the conventional insight that the ES

protocol outperforms the MS protocol with increasing APs/AP

antennas, the MS protocol can outperform the ES protocol

under harsh propagation conditions with increasing STAR-

RIS elements. Moreover, STAR-RIS achieves a larger 25%-

likely SE than conventional RISs, underscoring the necessity

of deploying STAR-RISs in cell-free massive MIMO. Inspired

by these results, our future work will focus on scalable

implementation, advanced channel estimation schemes, inter-

user interference and EMI mitigation methods to sufficiently

realize the advantages of deploying STAR-RISs in the cell-free

massive MIMO to serve more users.

APPENDIX A

PROOF OF COMPLEX GRADIENTS

This appendix delivers the derivations of complex gradients

in (23) regarding θ and u. First, we study the derivation of

∇θωk
NMSEmk(θ, u). When considering tr(Tωk

), we can obtain

dtr(Tωk
) = tr

(

d
(
A2R1/2

Θ̄ωk
Θωk

RΘH
ωk
Θ̄

H
ωk

R1/2)
)

= A2tr

(

uωk
RΘH

ωk
R̄dθωk

+

(

R̄Θωk
RuH
ωk

)T
dθ∗ωk

)

,

(41)
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d(Qmk) = d(τp pp∆mkΨ
−1
mk∆mk) = τp pp

(

d(∆mk)Ψ−1
mk∆mk + ∆mkd(Ψ−1

mk)∆mk + ∆mkΨ
−1
mkd(∆mk)

)

= τp pp

(

d(∆mk)Ψ−1
mk∆mk − ∆mkΨ

−1
mkd(Ψmk)Ψ−1

mk∆mk + ∆mkΨ
−1
mkd(∆mk)

)

,
(47)

d
(

tr(Qmk)
)

= tr
(

d(Qmk)
)

= tr

[

τp pp

(

d(∆mk)Ψ−1
mk∆mk − ∆mkΨ

−1
mkd(Ψmk)Ψ−1

mk∆mk + ∆mkΨ
−1
mkd(∆mk)

) ]

= τp pptr

(

Πmkdtr(Tωk
)Ψ−1

mk∆mk + ∆mkΨ
−1
mkΠmkdtr(Tωk

)

− ∆mkΨ
−1
mk

(

τp pp

∑

k′∈Pk

Πmk′dtr(Tωk′ ) + βmσ
2
r Rm,rdtr(Tr) + βmσ

2
t Rm,rdtr(Tt)

)

Ψ
−1
mk∆mk

)

= τp pptr
(

Ψ
−1
mk∆mkΠmk + ∆mkΨ

−1
mkΠmk

)

dtr
(

Tωk

) − τ2
p p2

p

∑

k′∈Pk

tr
(

Ψ
−1
mk∆

2
mkΨ

−1
mkΠmk′

)

dtr
(

Tωk′
)

−τp ppβmσ
2
r tr

(

Ψ
−1
mk∆

2
mkΨ

−1
mkRm,r

)

dtr
(

Tr

) − τp ppβmσ
2
t tr

(

Ψ
−1
mk∆

2
mkΨ

−1
mkRm,r

)

dtr
(

Tt

)

,

(48)

since θω is a diagonal matrix, then so must dθω. With the help

of [45], we can obtain

∇θωk
tr(Tωk

) = A2
(

uωk
RΘH

ωk
R̄
)T
◦ I = A2diag

(

R̄Θ∗ωk
RT uT

ωk

)

.

(42)

Based on ∆mk in (5) and Ψmk in (13), we can derive the

differentials d(∆mk) and d((Ψmk)−1) as follows. With respect

to d(∆mk), we can obtain [45], [46]

d(∆mk) = d
(

βmβktr(Tωk
)Rm,r

)

= Πmkdtr(Tωk
), (43)

where Πmk = βmβkRm,r. By applying (41)-(42), we can have

∇θωk
tr(∆mk) = A2βmβktr

(

Rm,r

)

diag
(

R̄Θ∗ωk
RT uT

ωk

)

. (44)

Referring to [5], [51], we can derive d(Ψ−1
mk

) as

d(Ψ−1
mk) = −Ψ−1

mkd(Ψmk)Ψ−1
mk, (45)

where d(Ψmk) can be obtained by

d(Ψmk) = d

(

τp pp

∑

k′∈Pk

∆mk′

+

(

βmσ
2
r tr(Tr) + βmσ

2
t tr(Tt)

)

Rm,r + σ
2IN

)

= τp pp

∑

k′∈Pk

d(∆mk′)

+βmσ
2
r Rm,rdtr(Tr) + βmσ

2
t Rm,rdtr(Tt)

= τp pp

∑

k′∈Pk

Πmk′dtr(Tωk′ )

+βmσ
2
r Rm,rdtr(Tr) + βmσ

2
t Rm,rdtr(Tt),

(46)

Then, based on the above differentials, we can obtain d(Qmk)

as (47) and the differential of tr(Qmk) as (48) at the top

of this page [5], [51]. Next, we can obtain the derivative

∇θωk
tr(Qmk) in (26). Similarly, we obtain the derivation of

∇uωk
NMSEmk(θ, u) by considering the differential of tr(Tωk

)

with respect to uωk
as

dtr(Tωk
) = tr

(

d
(
A2R1/2

Θ̄ωk
Θωk

RΘH
ωk
Θ̄

H
ωk

R1/2)
)

= A2tr

(

θωk
RΘH

ωk
R̄duωk

+ R̄Θωk
RθH
ωk

duωk

)

,
(49)

since uω is a real-valued diagonal matrix, then so must duω.

With the assistance of [45], we can calculate

∇uωk
tr(Tωk

) = A2
(

θωk
RΘH

ωk
R̄ + R̄Θωk

RθH
ωk

)T
◦ I

= 2A2
RE

{

diag
(

R̄Θ∗ωk
RTθT

ωk

)}

.
(50)

With the differential of d(∆mk) introduced in (43), we can

obtain the ∇uωk
tr(∆mk) with the assistance of (49)-(50), as

∇uωk
tr(∆mk) = 2A2βmβktr

(

Rm,r

)

RE

{

diag
(

R̄Θ∗ωk
RTθT

ωk

)}

.

(51)

Similarly, we can easily obtain the derivative process of

∇uωk
tr(Qmk) following (48), and the derivative is shown in (28).

We omit the details for brevity.

APPENDIX B

DERIVATION OF SE TERM APPROXIMATIONS

We introduce the detailed derivation of every term of

SINRu,k in this appendix [12], [47]. First, the estimate ĝmk

and the estimation error g̃mk are uncorrelated based on the

properties of MMSE estimation [13], [16]. If users are in the

same pilot sequence set, k′ ∈ Pk, ĝmk′ is correlated with gmk.

A. Useful formulas

Inspired by [3], [52], E{|gH
mk

gmk |2} can be computed by

introducing the normalised vector

z =
gmk

||(βmtr(Rm,r)Rm,t)1/2Θ̄ωk
Θωk

gk ||
, (52)

with z ∼ CN
(

0,
Rm,r

tr(Rm,r )

)

. We can decompose E{|gH
mk

gmk |2} as

E

{

|gH
mkgmk |2

}

= E

{

||(βmtr(Rm,r)Rm,t)
1/2
Θ̄ωk
Θωk

gk ||4||z||4
}

= β2
mtr(Rm,r)

2
E

{

||R1/2
m,t Θ̄ωk

Θωk
gk||4||z||4

}

= β2
mβ

2
k tr(Rm,r)

2
(

tr(T2
ωk

) + tr(Tωk
)2
)

E

{

||z||4
}

= β2
mβ

2
k

(

tr(T2
ωk

) + tr(Tωk
)2
) (

tr(R2
m,r) + tr(Rm,r)

2
)

.

(53)

With the assistance of (53), we can obtain E
{

|gH
mk

ZH
mkgmk |2

}

as

(55), E
{

gH
mk

ZH
mkgmkgnkZH

nkgnk

}

as (56) and E
{

|gH
mk′Z

H
mkgmk |2

}

as

(57) at the top of the next page with Zmk =
√
τp pp∆mkΨ

−1
mk

.

Moreover, when ωk = ωk′ , ∀k, k′, we can have

Tωk
Tωk′ , A4R1/2

[

R̄ωk
RR̄ωk

−
(

R̄ωk
RR̄ωk

)

◦ IL

]

R1/2

+A4R1/2
[(

Θ
H
ωk

RR̄ωk
RΘωk

)

◦ IL

]

R1/2.

(54)

B. Compute E{|DSk|2}
First, we can obtain the desired signal as

E{|DSk|2} = E
{∣∣
∣
∣
∣

√
puηk

∑M

m=1
a∗mkE

{

ĝH
mkgmk

}∣∣
∣
∣

2
}

= puηk

∣
∣
∣
∣
∣

∑M

m=1
a∗mkE

{

|ĝmk |2
}∣∣
∣
∣

2

= puηk

∣
∣
∣
∣

∑M

m=1
a∗mktr

(

Qmk

)
∣
∣
∣
∣

2

= puηk

∣
∣
∣
∣a

H
k bk

∣
∣
∣
∣

2

,

(58)

with bk = [b1k, ..., bMk]
T ∈ CM×1, bmk = tr(Qmk), ∀m, ∀k.
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E

{

|gH
mkZH

mkgmk |2
}

= β2
mβ

2
k

(

tr(T2
ωk

) + tr(Tωk
)2
) (

tr(Rm,rZ
H
mkRm,rZmk) + tr(Rm,rZ

H
mk)2

)

. (55)

E

{

gH
mkZH

mkgmkgH
nkZnkgnk

}

= βmβnβ
2
k tr(Rm,rZ

H
mk)tr(Rn,rZnk)

(

tr(T2
ωk

) + tr(Tωk
)2
)

. (56)

E

{

|gH
mk′Z

H
mkgmk |2

}

= E

{

|gH
mk′ (Z

H
mk)1/2|2|(ZH

mk)1/2gmk |2
}

= β2
mβk′βk

(

tr(Rm,rZ
H
mkRm,rZmk)tr(Tωk

)tr(Tωk′ ) + tr(Rm,rZ
H
mk)2tr(Tωk

Tωk′ )
)

.

(57)

T1 =

∑

k′∈Pk

puηk′a
∗
mkaT

mk






τp ppE

{
∑

k′′∈Pk

gH
mk′′Z

H
mkgmk′g

H
mk′Zmkgmk′′

}

+ E

{

(gmΘ̄tΘtNtϕk)HZH
mkgmk′g

H
mk′Zmk(gmΘ̄tΘtNtϕk)

}

+E

{

(gmΘ̄rΘrNrϕk)HZH
mkgmk′g

H
mk′Zmk(gmΘ̄rΘrNrϕk)

}

+ E

{

(Nm,pϕk)HZH
mkgmk′g

H
mk′Zmk(Nm,pϕk)

}






=

∑

k′∈Pk

puηk′a
∗
mkaT

mk






τp pp(βmβk′)
2
[

tr(Tωk′ )
2tr(Rm,rZ

H
mk)2
+ tr(T2

ωk′
)tr(Rm,rZ

H
mkRm,rZmk)

]

+τp pp

∑

k′′∈Pk

β2
mβk′βk′′

[

tr(Rm,rZ
H
mkRm,rZmk)tr(Tωk′ )tr(Tωk′′ ) + tr(Rm,rZ

H
mk)2tr(Tωk′Tωk′′ )

]

+β2
mβk′σ

2
t

[

tr(Rm,rZ
H
mkRm,rZmk)tr(Tωk′ )tr(Tt) + tr(Rm,rZ

H
mk)2tr(Tωk′Tt)

]

+β2
mβk′σ

2
r

[

tr(Rm,rZ
H
mkRm,rZmk)tr(Tωk′ )tr(Tr) + tr(Rm,rZ

H
mk)2tr(Tωk′Tr)

]

+ σ2tr
(

∆mk′ZmkZH
mk

)






,

(61)

T2 =

∑

k′∈Pk

puηk′

M∑

m=1

∑

n,m

a∗mkaT
nk






τp ppE

{
∑

k′′∈Pk

gH
mk′′Z

H
mkgmk′g

H
nk′Znkgnk′′

}

+ E

{

(gmΘ̄tΘtNtϕk)HZH
mkgmk′g

H
nk′Znk(gnΘ̄tΘtNtϕk)

}

+E

{

(gmΘ̄rΘrNrϕk)HZH
mkgmk′g

H
nk′Znk(gnΘ̄rΘrNrϕk)

}

+ E

{

(Nm,pϕk)HZH
mkgnk′g

H
mk′Znk(Nn,pϕk)

}






=

∑

k′∈Pk

puηk′

M∑

m=1

∑

n,m

a∗mkaT
nk






τp ppβmβn




β2

k′ tr(Rm,rZ
H
mk)tr(Rn,rZnk)tr(Tωk′ )

2
+

∑

k′′∈Pk

βk′βk′′ tr(Rm,rZ
H
mk)tr(Rn,rZnk)tr(Tωk′Tωk′′ )





+βmβnβk′ tr(Rm,rZ
H
mk)tr(Rn,rZnk)

[

σ2
t tr(Tωk′Tt) + σ

2
r tr(Tωk′Tr)

]






,

(62)

C. Compute E{|UIkk’|2}

We first decompose the sum of inter-user interference into

∑M

k′=1
E

{

|UIkk’|2
}

=

∑

k′∈Pk

E

{

|UIkk’|2
}

+

∑

k′<Pk

E

{

|UIkk’|2
}

.

(59)

1)
∑

k′∈Pk
E

{

|UIkk’|2
}

: The procedure shows that

∑

k′∈Pk

E

{

|UIkk’|2
}

=

∑

k′∈Pk

puηk′E

{
M∑

m=1

M∑

n=1

a∗mkĝH
mkgmk′g

H
nk′ ĝnkaT

nk

}

=

∑

k′∈Pk

puηk′E

{
M∑

m=1

a∗mkĝH
mkgmk′g

H
mk′ ĝmkaT

mk

}

︸                                              ︷︷                                              ︸

T1

+

∑

k′∈Pk

puηk′E

{
M∑

m=1

∑

n,m

a∗mkĝH
mkgmk′g

H
nk′ ĝnkaT

nk

}

︸                                                 ︷︷                                                 ︸

T2

,

(60)

The relevant terms in (60) can be given by (61) and (62) at

the top of this page.

2)
∑

k′<Pk
E

{

|UIkk’|2
}

: The similar procedure shows that

∑

k′<Pk

E

{

|UIkk’|2
}

=

∑

k′<Pk

puηk′E

{
M∑

m=1

a∗mkĝH
mkgmk′g

H
mk′ ĝmkaT

mk

}

︸                                              ︷︷                                              ︸

T3

+

∑

k′<Pk

puηk′E

{
M∑

m=1

∑

n,m

a∗mkĝH
mkgmk′g

H
nk′ ĝnkaT

nk

}

︸                                                 ︷︷                                                 ︸

T4

,

(63)

where the relevant terms in (63) can be expressed as (64)

and (65) at the top of the next page. According to the

above-mentioned decomposition, the sum of the inter-user

interference can be given by

∑M

k′=1
E

{

|UIkk’|2
}

=

∑

k′∈Pk

puηk′a
H
k Ωkk′ak

+

∑K

k′=1
puηk′a

H
k

(

Υkk′ + Ῡkk′
)

ak,
(66)

where the elements in Ωkk′ ∈ CM×M follow (67) at the top

of the next page. Then, Υkk′ ∈ CM×M is a diagonal matrix

with its diagonal element satisfies (68) and the elements in

Ῡkk′ ∈ CM×M follow (69) at the top of the next page.

D. Compute E{|EMIk|2} and E{|NSk|2}
With the help of (6)-(9), we can decompose the EMI term

into (70) at the top of the next page with Γω,k ∈ CM×M , where
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T3 =

∑

k′<Pk

puηk′a
∗
mkaT

mk






τp ppE

{
∑

k′′∈Pk

gH
mk′′Z

H
mkgmk′g

H
mk′Zmkgmk′′

}

+ E

{

(gmΘ̄tΘtNtϕk)HZH
mkgmk′g

H
mk′Zmk(gmΘ̄tΘtNtϕk)

}

+E

{

(gmΘ̄rΘrNrϕk)HZH
mkgmk′g

H
mk′Zmk(gmΘ̄rΘrNrϕk)

}

+ E

{

(Nm,pϕk)HZH
mkgmk′g

H
mk′Zmk(Nm,pϕk)

}






=

∑

k′<Pk

puηk′a
∗
mkaT

mk






τp pp

∑

k′′∈Pk

β2
mβk′βk′′

[

tr(Rm,rZ
H
mkRm,rZmk)tr(Tωk′ )tr(Tωk′′ ) + tr(Rm,rZ

H
mk)2tr(Tωk′Tωk′′ )

]

+β2
mβk′σ

2
t

[

tr(Rm,rZ
H
mkRm,rZmk)tr(Tωk′ )tr(Tt) + tr(Rm,rZ

H
mk)2tr(Tωk′Tt)

]

+β2
mβk′σ

2
r

[

tr(Rm,rZ
H
mkRm,rZmk)tr(Tωk′ )tr(Tr) + tr(Rm,rZ

H
mk)2tr(Tωk′Tr)

]

+ σ2tr
(

∆mk′ZmkZH
mk

)






,

(64)

T4 =

∑

k′<Pk

puηk′

M∑

m=1

∑

n,m

a∗mkaT
nk






τp ppE

{
∑

k′′∈Pk

gH
mk′′Z

H
mkgmk′g

H
nk′Znkgnk′′

}

+ E

{

(gmΘ̄tΘtNtϕk)HZH
mkgmk′g

H
nk′Znk(gnΘ̄tΘtNtϕk)

}

+E

{

(gmΘ̄rΘrNrϕk)HZH
mkgmk′g

H
nk′Znk(gnΘ̄rΘrNrϕk)

}

+ E

{

(Nm,pϕk)HZH
mkgnk′g

H
mk′Znk(Nn,pϕk)

}






=

∑

k′<Pk

puηk′

M∑

m=1

∑

n,m

a∗mkaT
nk






τp pp

∑

k′′∈Pk

βmβnβk′βk′′ tr(Rm,rZ
H
mk)tr(Rn,rZnk)tr(Tωk′Tωk′′ )

+βmβnβk′ tr(Rm,rZ
H
mk)tr(Rn,rZnk)

[

σ2
t tr(Tωk′Tt) + σ

2
r tr(Tωk′Tr)

]






.

(65)

[Ωkk′]mn =






τp pp(βmβk′ )
2
[

tr(Tωk′ )
2tr(Rm,rZ

H
mk)2
+ tr(T2

ωk′
)tr(Rm,rZ

H
mkRm,rZmk)

]

, m = n

τp ppβmβnβ
2
k′ tr(Rm,rZ

H
mk)tr(Rn,rZnk)tr(Tωk′ )

2, m , n
(67)

[Υkk′]mm =

[

τp pp

∑

k′′∈Pk

β2
mβk′βk′′ tr(Tωk′ )tr(Tωk′′ ) + β

2
mβk′

(

σ2
t tr(Tt) + σ

2
r tr(Tr)

)

tr(Tωk′ )

]

tr(Rm,rZ
H
mkRm,rZmk) + σ2tr

(

∆mk′ZmkZH
mk

)

,

(68)

[Ῡkk′]mn =

[

τp pp

∑

k′′∈Pk

βmβnβk′βk′′ tr(Tωk′Tωk′′ ) + βmβnβk′

(

σ2
t tr(TtTωk′ ) + σ

2
r tr(TrTωk′ )

)
]

tr(Rm,rZ
H
mk)tr(Rn,rZnk). (69)

E

{∣∣
∣
∣

∑M

m=1
a∗mkĝH

mkgmΘ̄ωΘωnω

∣
∣
∣
∣

2}

= E

{∑M

m=1
a∗mkĝH

mkgmΘ̄ωΘωnωnH
ωΘ

H
ω Θ̄

H
ω (gm)H ĝmkaT

mk

}

+ E

{∑M

m=1

∑

n,m
a∗mkĝH

mkgmΘ̄ωΘωnωnH
ωΘ

H
ω Θ̄

H
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}

=
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{
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[

τp pp

∑
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βk′ tr(Tωk′ ) +
(
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r tr(Tr) + σ

2
t tr(Tt)

)]

tr
(

Rm,rZ
H
mkRm,rZmk

)

+ βmσ
2tr

(

ZH
mkRm,rZmk

)
}

aT
mk

+

∑M

m=1

∑M

n=1
a∗mkσ

2
ω

{

βmβntr(Rm,rZ
H
mk)tr(Rn,rZnk)

[

τp pp

∑

k′∈Pk

βk′ tr(Tωk′Tω) + σ2
r tr(TrTω) + σ2

t tr(TtTω)

] }

aT
nk

= σ2
ωaH

k Γω,kak,
(70)

the diagonal elements γω,mmk in Γω,k follow (71) and the other

elements γω,mnk, m , n follow (72) at the top of the next page.

Finally, we can compute the noise power directly by

E{|NSk|2} = E
{∣
∣
∣

∑M

m=1
a∗mkĝH

mkwm

∣
∣
∣
2
}

= E

{∑M

m=1
a∗mkĝH

mkwmwH
m ĝmkaT

mk

}

=

∑M

m=1
σ2a∗mktr(Qmk)aT

mk

= σ2aH
k Λkak,

(73)

where Λk = diag(bk) ∈ CM×M , and this finishes the proof.
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