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Graph neural networks can accurately predict the chemical properties of many molecular systems,
but their suitability for large, macromolecular assemblies such as gels is unknown. Here, graph
neural networks were trained and optimised for two large-scale classification problems: the rigidity
of a molecular network, and the connectivity percolation status which is non-trivial to determine
for systems with periodic boundaries. Models trained on lattice systems were found to achieve
accuracies > 95% for rigidity classification, with slightly lower scores for connectivity percolation
due to the inherent class imbalance in the data. Dynamically generated off-lattice networks achieved
consistently lower accuracies overall due to the correlated nature of the network geometry that was
absent in the lattices. An open source tool is provided allowing usage of the highest–scoring trained
models, and directions for future improved tools to surmount the challenges limiting accuracy in
certain situations are discussed.

I. INTRODUCTION

The percolation transition from finite to system-
spanning structures as an order parameter crosses a crit-
ical threshold has proven to be a powerful concept in
statistical physics, encompassing such diverse problems
as the spread of contagion and forest fires, and the reac-
tion of polymers to form a macroscopic gel [1–4]. Closely
related to this scalar transport problem is the vector
propagation of forces through rigid sub-structures, lead-
ing to rigidity percolation when one such structure spans
the system and bulk rigidity is realised [5–8]. For mod-
els to provide practical support for such problems, they
should be able to rapidly determine the connectivity and
rigidity percolation status of given microscopic conforma-
tions; however, such algorithms are not always straight-
forward to develop, and may consume significant compu-
tational resources. While it is straightforward to iden-
tify system-spanning clusters using the classic Hoshen-
Kopelman algorithm [9], determining when clusters con-
nect with themselves through periodic boundaries, and
hence percolate, requires a more sophisticated, graph-
based approach which is not trivial to implement or par-
allelize [10]. Rigidity percolation is even more challeng-
ing. The pebble game provides an integer-based algo-
rithm to determine the rigidity of two-dimensional net-
works with independent bond constraints [11], but more
general problems require the calculation of system-wide
response to an applied load, which can require sophisti-
cated solvers to be developed and optimized [12–14].

Machine learning (ML) has emerged as a powerful tool
when applying classification and regression tasks to a
broad range of physical problems [15–22]. Applications to
the percolation transition include unsupervised ML based
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on clustering algorithms employed to localise the connec-
tivity transition [23–25]. Additionally, Bayo et al. lever-
aged supervised ML in the form of convolutional neural
networks, a class of model that has been substantially de-
veloped for image classification, to predict connectivity
percolation in two-dimensions [26]. However, the more
challenging problem of predicting the rigidity of a sys-
tem from the geometry of its constituent parts has not
yet been addressed by ML. Moreover, current approaches
are most immediately suited to classification problems
and may not be easily extended to regression tasks. This
suggests that novel approaches will need to be explored
for future ML models to predict continuous properties of
a material of given microstructure and composition.

Here, we develop and evaluate an ML scheme for the
classification of both rigidity and connectivity percola-
tion of a given set of particles, and the bonds that con-
nect them. The model belongs to the class of graph neu-
ral networks (GNNs), so-called because they take sets of
nodes (particles) and edges (bonds) as inputs, and can
be trained to generate predictions for either single nodes
in one large graph (e.g., a social network), or of entire
graphs themselves [27, 28]. In the latter capacity, GNNs
have been extensively applied to predict various proper-
ties of molecules [29] and aid the discovery of novel ther-
apeutic drugs [30]. This suggests GNN-based ML models
applied to molecular gels have the potential for regression
analysis of e.g. bulk mechanical properties. However, it
is first sensible to evaluate their efficacy on simpler clas-
sification tasks. Here we consider two related problems:
lattices of springs (bonds) with a fraction of springs ran-
domly removed; and off-lattice particles that dynamically
crosslink into gels. All systems are two-dimensional with
periodic boundaries. We find that while both systems
can be reliably trained for the classification of both con-
nectivity and rigidity percolation, the accuracy of predic-
tions for the off-lattice data are significantly lower than
for the lattice data. We argue this is due to the spatial
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correlations inherent in the dynamical simulations but
absent in the bond-diluted lattices, and suggest means
to improve accuracy without requiring the need to gen-
erate unrealistically large data sets for training.

II. METHODOLOGY

A. Data Generation

Lattice data was generated using code previously de-
veloped to determine the viscoelastic properties of two-
dimensional immersed spring networks [31, 32]. In brief,
regular triangular lattices of L × L nodes connected by
Hookean springs were generated in which a fraction 1−p
of springs were randomly removed. Percolation of clus-
ters of nodes connected by springs was determined using
the algorithm of Livraghi et al. that incorporates peri-
odic boundaries [10], returning a percolation dimension
of 0, 1 or 2. Rigidity was determined by calculating the
viscoelastic response under simple shear at an arbitrarily
low frequency, with purely local frictional drag at lat-
tice nodes, and rigidity identified with a non-zero stor-
age modulus. Prior to rigidity determination, node posi-
tions were randomly perturbed to avoid possible artefacts
induced by colinear springs [6, 14], with natural spring
lengths set to inter-node distances after this perturba-
tion to eliminate internal stresses. For details of network
generation and storage modulus calculation see [31, 32]

Off-lattice data was generated by Brownian dynam-
ics code devised for simulating collagen gelation [33]. In
contrast to the lattice model, thermal fluctuations are
now included, i.e., the microscopic thermal energy scale
kBT > 0, so connectivity and rigidity percolation are
expected to occur at similar densities. N particles of
diameter d were placed in an L×L periodic box, and dif-
fused with a coefficient D = kBT/γ in terms of the drag
coefficient γ. Particles repelled via a soft repulsion that
allows small overlaps; particles that overlap become con-
nected by a permanent crosslink, i.e., a spring of stiffness
k and natural length d. After a predetermined time tmax,
the connectivity percolation dimension is determined as
above, then further crosslinking is suppressed and the
system is sheared through Lees-Edwards boundary con-
ditions [34] at a frequency ω for 5 cycles. The shear mod-
ulus is extracted from the final cycle, and the network
is identified as rigid when this average exceeds a pre-
determined threshold. Suitable values for tmax, ω, and
the threshold, were determined from preliminary runs.
These are summarised in Table I.

All networks were stored in the portable .json file for-
mat containing fields for the node indices (unique inte-
gers), edges (pairs of node indices), and the classification
outputs of the connectivity percolation dimension (inte-
ger 0, 1 or 2) and the rigidity (integer 0 or 1 for non-
rigid or rigid, respectively). The node positions and edge
lengths were also stored to test for their potential impact
on training and accuracy. These files represent a general

N tmax/tdiff ωtddiff G′
thresh(ω)d

2/kBT

102 1000 10−2 0.15

103 1000 10−2 0.1

104 1500 3× 10−3 0.05

TABLE I. The total time tg, shear frequency ω, and shear
modulus threshold G′

thresh, for N particles in the off-lattice
model. tmax and ω are both normalised by the time tddiff for a
particle to diffuse its own diameter, and the (two-dimensional)
shear modulus threshold is normalised by kbT/d

2.

format that could be generated from the outputs of any
general particle-based simulation package. These generic
data were then converted to the PyTorch Geometric class
InMemoryDataset [35, 36].

B. Machine Learning Model

The networks generated in Sec. II A were represented
as undirected graphs G = (V, E) consisting of nodes (par-
ticles) i ∈ V, and edges (bonds) between nodes (i, j) ∈ E ,
with (i, j) and unordered pair of node indices. Each node
was initially assigned a feature vector that could in prin-
ciple encode molecular properties [27], but for the per-
colation problems considered here, which are expected
to depend primarily on the connectivity encoded in E ,
nodes were initially assigned the uniform scalar feature
hi = 1. Graph neural networks for graph classification
update node features based on a message-passing pro-
tocol that proceeds in two stages [30]. First, messages

m
(k+1)
i at level k+1 are constructed from the features at

the previous level k, of the node i itself, and of all nodes
j in its neighbourhood N(i) = {j ∈ V | (i, j) ∈ E},

m
(k+1)
i =

∑
j∈N(i)

ϕ(k)
mess

(
h
(k)
i , h

(k)
j , eij

)
,

the message functions ϕ
(k)
mess to be determined. The edge

feature eij could in principle encode bond features such
as stiffness or length. Node features are then updated as

h
(k+1)
i = ϕ

(k)
upd

(
hk
i ,m

k
i

)
,

with the update functions ϕ
(k)
upd again to be determined.

After nH such message passing layers, a linear readout
layer maps all node features to the required outputs.

It remains how to determine ϕ
(k)
mess, ϕ

(k)
upd, and the

weight matrix in the readout layer. To respect transla-
tional invariance, the spectral convolution graph neural
network of Defferrard et al. was employed that maps
between layers using the graph Laplacian approximated
by a polynomial filter of order K − 1 [37]. The opti-
mised version of this algorithm is implemented in PyG
as ChebConv layers, parameterised by K and the number
of output channels per layer nC [35]. The parameters in
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each of the nH ChebConv layers and the readout matrix
are trained to minimise the loss function, here chosen to
be the cross-entropy loss commonly used for classification
problems [38], including a weighting proportional to the
size of each class [36].

C. Training Protocol

Unless otherwise stated, each data set was separated
into training, validation, and testing data sets in the ra-
tio 4:1:1 respectively. The training data was used to up-
date model parameters so as to reduce the error (loss)
using Adam optimization with a constant learning rate
ℓr and batch size nbatch [39]. The data was randomly
shuffled before each epoch (i.e., each sweep through the
training set). After each epoch, the validation data was
used to evaluate the loss independently of the training
data. Training terminated if (i) a pre-specified maximum
number of epochs was reached; (ii) the loss evaluated on
the validation data averaged over 10 epochs increased by
over 10% of its lowest value (suggesting over-fitting), or
(iii) the evaluation loss did not improve for 50 epochs of
training.

Cross-validation was performed by splitting the train-
ing and evaluation data into k groups, cyclically select-
ing k − 1 groups for training and the remaining 1 for
evaluation. The overall accuracy was averaged over all
k ‘folds’ on the unseen test data, with uncertainty esti-
mated by the standard error of the mean. Preliminary
tests for each data set with the smallest number of sam-
ples (largest system size) was used to estimate a suit-
able number of folds and maximum number of epochs
as shown in Fig. S1 of the supplementary material [40].
Each of the 5 remaining metaparameters were then var-
ied to determine suitable ranges, as shown in Fig. S2.
Suitable ℓr and nbatch were fixed based on these results,
and the remaining metaparameters nH, nC and K were
systematically varied over the ranges given as shown in
Tables S1 to S4, to determine the best-performing model
for data set and system size, separately for rigidity and
connectivity classification problems.

D. Evaluation Metrics

Trained models are always evaluated on the unseen
testing data set, which has the same distribution amongst
classes as the training and testing sets. The accuracy is
simply defined as the fraction of predictions made by the
model that matched the labelled data. The confusion
matrix Cij is defined as the number of samples predicted
by the model to be in class i that actually belonged to
class j. Two common class-specific metrics are then the
precision, defined as the fraction of predictions for a given
class that were correct, and the recall, defined as the frac-
tion of all actual data points belonging to that class for
which the model prediction was correct. It will sometimes

be convenient to combine these into the single f1 score,
being the harmonic mean of both; thus, the f1 score for
class i is (no summation over repeated i indices)

(f1i)
−1

=

(
Cii∑nclass

k=1 Cik

)−1

+

(
Cii∑nclass

k=1 Cki

)−1

.

Note that the accuracy can be defined in terms of Cij as
the trace divided by the sum of all matrix elements.

III. RESULTS

Rigidity percolation is a binary classification prob-
lem in which a system can be either rigid or non–rigid,
whereas the connectivity indentification algorithm clas-
sifies networks as percolating in 0, 1 or 2 dimensions for
two-dimensional systems, i.e., ternary classification. The
binary problem is considered first.

A. Rigidity Percolation

For spring lattices, values of the dilution parameter p
were chosen in the range 0.60 to 0.70 inclusive with an
increment of 0.01, with the number of networks per p
dependent on the lattice size L. The resulting data sets
were well balanced, with approximately 53% non-rigid
and 47% rigid systems, consistent with the known perco-
lation threshold for infinite systems of pc ≈ 0.66 [7]. Af-
ter preliminary trials varying the meta-parameters as de-
scribed in Sec. II C, the number of hidden layers nH, the
number of output channels per layer nC, and the Cheby-
shev filter K, were systematically varied for each system
size L. The final accuracies are given in Table S1 of the
supplementary materials [40]. The higher Chebyshev fil-
ter K = 4 consistently provided the highest accuracies,
with no clear preference for nH and nC. Accuracies were
high, increasing with system size from around 93% for
L = 20 to 97% for L = 100, despite the reduction in the
number of training samples with increasing L.
To evaluate the dependency on the size of the train-

ing data sets, training and evaluation was repeated for
restricted data sets in which a fraction of training points
were removed while maintaining class balance. The ac-
curacies are plotted in Fig. 1(a) and demonstrate the ex-
pected trend of increasing accuracy for larger data sets,
with the indication that greater accuracies could be at-
tained for the larger systems L ≥ 50 if more samples
were available. Given that samples for smaller systems
can be generated more rapidly than large systems, it is
more meaningful to plot against the total system volume
rather than the number of samples. To this end, the
inset to the figure shows the accuracies plotted against
nL2, and demonstrates a partial collapse of the L = 50
and L = 100 data at the highest nL2, with the L = 50
reaching the collapsed region before L = 100.
To generate the off-lattice data for simulation sizes of

N = 102, 103 and 104 particles, the box dimensions were
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FIG. 1. The accuracy of rigidity percolation classification on
(a) L × L lattices and (b) N -particle off-lattice simulations,
for varying data sample sizes n. Error bars are the standard
error over k = 5 independent folds of the train and test sets.
(Insets) Same data scaled to the system volume, nL2 or nN .

varied to generate data spanning from low density sys-
tems that never formed rigid networks, to high density
systems that always formed a rigid gel, with as many
points in between as resources allowed. Class balance was
approximately realised, with roughly 50% of data points
being classified as rigid as per the criterion of Sec. II A. As
with the lattice data, model hyperparameters were sys-
tematically varied to identify an optimal combination,
as summarised in Table S3 of the supplementary ma-
terials [40], and demonstrates that K = nH = 4 and
nC = 20 was the preferred choice for all N . However,
the achieved accuracies were lower than the lattice data,
being always under 90%. Varying the training sample
size exhibited the same trends as for the lattice data as
shown in Fig. 1(b), but noticeably the small system sizes
N = 102 and N = 103 approach a plateau accuracy while
the largest system N = 104 was still increasing in accu-

racy with the largest sample size realised. Plotting the
same data scaled by the volume (which is ∝ N) confirms
that N = 104 is an outlier, with only the two smaller
systems demonstrating any collapse. Possible reasons for
this are discussed in Sec. IV.
Insight into model bias can be improved by inspection

of the confusion matrix defined in Sec. IID. The con-
fusion matrices for rigidity classification for parameters
that attained the highest accuracy score are presented in
Fig. 2 for both lattice and off-lattice models. The matri-
ces are approximately symmetrical, suggesting no strong
bias among incorrect predictions. A possible exception
is the smallest off-lattice system N = 102, for which the
model appears to have a greater tendency to classify rigid
systems as non-rigid than vice versa, but there is no clear
trend across all models.

0 1
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937.6 56.4

78.4 761.6

L = 20

0 1
Prediction

236.2 10.8

10 202

(a)

L = 50

0 1
Prediction

94.8 1.2

4 84

L = 100

0 1
Prediction

0

1
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1566 94.6

230.6 608.4

N = 102

0 1
Prediction

268.6 40.4

31.4 201.6

N = 103

(b)

0 1
Prediction

53 19

13.8 44.2

N = 104

FIG. 2. Rigidity percolation classification confusion matrices
for (a) lattice and (b) off-lattice models, showing numbers of
testing data samples with prediction (columns) against actual
(rows) classification, averaged over k = 5 folds of training.
The system size increases from left to right as annotated.
Class labels 0 and 1 denote non-rigid and rigid respectively.

B. Connectivity Percolation

Connectivity percolation requires non-trivial algo-
rithms for systems with periodic boundaries. The graph-
based algorithm of Livraghi et al. [10] determines the
connectivity percolation dimension to be an integer dconn
in the range [0, d] with d the system dimension, which in
2D means there are 3 possible classes. However, and cru-
cially different to rigidity percolation, the middle class
dconn = 1 is a minority class with typically far fewer data
points that dconn = 0 (not percolated) or 2 (fully perco-
lated). Moreover, since the percolation transition occurs
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over an increasingly narrow range as the system size in-
creases [1, 7], dconn = 1 becomes an ever smaller class.
Class imbalance must therefore be addressed.

The simplest strategy to restore class balance is to
oversample; that is, to repeat each instance of a data
point in the minority class o1 times in the training set.
To first determine suitable metaparameters for the lat-
tice data, the integer o1 for which the number of points
in class dconn = 1 with oversampling, o1n1, most closely
matched the mean of the majority classes, 1

2 (n0 + n2),
was determined. Accuracies varying metaparameters
with this overweighting is given in Table S2 of the supple-
mentary material [40], and although the overall accura-
cies are lower than for the rigidity classification problem,
the trends are similar. Note that, as the connectivity
transition is distinct from rigidity for lattice models, a
separate data set comprising dilution parameters p in the
range 0.2 to 0.4 inclusive, in steps of 0.01 as before, was
generated and used for training and evaluation.

To determine the effectiveness of overweighting, the ac-
curacy, the mean f1 score for the majority classes (see
Sec. IID), and the f1 score for the minority class, are
presented in Fig. 3 for varying o1. The quantity on the
horizontal axis, defined in terms of the number of samples
in each of the three classes, n0, n1 and n2, is chosen to
approach 1 when all classes are balanced during training
(note n0 ≈ n2 for this data). It is immediately apparent
that the accuracy barely exceeds 90%, with no suggestion
of improvement as the degree of oversampling increases.
The f1 scores for the majority classes follow the same
trends as the accuracy, with values just reaching 95%.
The f1 score for the minority class, by contrast, never
significantly exceeds 50%, and moreover cannot even be
defined for low values of o1, when the model never pre-
dicts class 1 outputs for at least 1 training fold. The
conclusion is that oversampling is not an effective means
to address class imbalance for this class of problem.

For the off-lattice data generated by simulations that
included thermal motion of the particles, the connectivity
and rigidity transitions approximately coincide, depend-
ing on the thresholds used to identify each transition.
Therefore the same data sets were used for both prob-
lems. Class imbalance for connectivity was more pro-
nounced than for the lattice data, and in addition, n0

and n2 were also quite different from each other. It was
therefore necessary to introduce two overweighting fac-
tors, o1 and o2, to approach class balance. As shown
in Table S4 of the supplementary material [40], simi-
lar accuracies were attained as for the rigidity data, al-
though with greater noise making it difficult to discern
clear trends. As no significant changes were observed, o1
and o2 were not systematically varied.

The confusion matrices for connectivity percolation
classification are given in Fig. 4 for the models that
achieved the highest accuracies. For the small and middle
system sizes for lattice and off-lattice models, there is a
clear tendency for the models to incorrectly predict con-
nectivity in one dimension only, dconn = 1, for systems

0.6
0.7
0.8
0.9
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cu

ra
cy

90%

0.7

0.8

0.9

1 2(
f1

0
+

f1
2) 95%

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Measure of class balance 2o1n1/(n0 + n2)

0.2

0.3

0.4

0.5

f1
1

50%L = 20
L = 50
L = 100

FIG. 3. Accuracy (top panel), the mean of the f1 scores
for the two majority classes (middle panel), and the f1 score
for the minority class (bottom panel), for connectivity per-
colation classification of lattice data with the minority class
oversampled by a factor o1. The shared horizontal axis is an
approximate measure of class balance, given ni data points in
class i. The vertical shaded line denotes when class balance
with oversampling is approximately achieved.

that actually had dconn = 0, 1 or 2. This bias appears
to be diminished for the largest systems, but the reduced
numbers of samples with dconn = 1 makes it difficult to
discern actual trends. We conclude that the low accu-
racy scores for connectivity percolation is primarily due
the models trained with over-sampling, over-predicting
the minority class dconn = 1.

C. Model and Data Variations

The following variations of the GNN and the data
sets were also considered: (i) using non-spectral (i.e.,
non-convolutional) graph neural networks; (ii) including
scalar edge weights in the data sets, equal to the distance
between the connected nodes; (iii) including the positions
of the nodes; and (iv) combining both (ii) and (iii). For
the off-lattice data, an additional variation was also con-
sidered: (v) only including the largest connected cluster
in the data, which can be rapidly determined numeri-
cally, and could in future applications be added to both
the data generation and prediction workflows. The accu-
racies for these model variations for lattice and off-lattice
data are presented in Tables S5 and S6 respectively of the
supplementary information [40].
It is clear from the data that the non-convolution

model performs significantly worse than the convolu-
tional layers used previously, with no clear evidence that
any meaningful training was achieved. This may be be-
cause convolutional neural networks are constructed to
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FIG. 4. Confusion matrices for connectivity percolation clas-
sification, for (a) lattice and (b) off-lattice models, showing
numbers of evaluation data samples with prediction (columns)
against actual (rows) classification, averaged over 5 folds. The
classes 0, 1 and 2 refer to the connectivity dimension dconn.

impose the translational invariance that percolation must
obey, but non-convolutional models would need to be
trained to respect such invariance, requiring far more
training data. It may also be that, as percolation is fun-
damentally a long-range phenomenon, GNNs could be
prone to the known problem of ‘over-smoothing’ during
many passes of message passing [27], which the spectral
nature of convolutional neural networks may mitigate.

Augmenting the data to include lengths of edges be-
tween nodes, node positions, or both, did not alter the de-
gree of training achieved to any measurable degree. Since
this extra information expands storage requirements and
resources required to train, such information should not
be included for classification problems, although we can-
not rule out any benefit for regression. Using only the
maximum cluster also showed no significant changes in
accuracy, but in this case there was a reduction in stor-
age requirements by ∼ 50% near the percolation point,
and a similar reduction in training times. Given the ease
with which this feature can be implemented, future ap-
plications should incorporate this filter.

D. Sensitivity to System Size

Although message passing GNNs can be applied to
graphs of any size, it does not follow that models trained
on one system size will work equally well on smaller or
larger systems. To test the sensitivity of models to the

system size they were trained on, the accuracy for all
combinations of model and data system sizes were calcu-
lated, for both rigidity and connectivity problems, and
for both the lattice and off-lattice data. The results are
presented in Fig. 5. For off-lattice data, there is a clear
decrease in accuracy when applying a model to systems
that are much larger, or much smaller, than the data
they were trained on. As evident from the tables, accu-
racies decrease by approximately 10-20% for an order of
magnitude difference in system size N . Thus, to achieve
reasonable accuracies for off-lattice systems, it will be
necessary to train models for a range of system sizes and
to select the closest to the test system.
The lattice data exhibits an unusual trend in which

accuracies for system sizes larger than that for which the
model were trained tend to increase. As evident in the
figure, the lowest accuracies for both rigidity classifica-
tion arise for models trained on L = 100 data applied
to L = 20 systems, but the highest accuracies are found
for the L = 100 data sets, with no significant variations
between the models. The reason for this is not clear, but
may be related to the preparation of the lattice systems,
in which bonds were randomly diluted without generated
spatial correlations in the system structure. As discussed
later in Sec. IV, this could enhance the effects of self-
averaging, in which the model is effectively being applied
to multiple small systems within one large system.

IV. DISCUSSION

The results presented here demonstrate that graph
neural networks can be used to predict the properties of
macromolecular gels, as demonstrated for the rigidity and
connectivity percolation status of particulate systems in
periodic geometries. The trained models that achieved
the highest accuracies for all of the systems considered
here are available from [41], including scripts demonstrat-
ing how they can be applied to networks generated by
any procedure or simulation package, allowing these to
be freely used for applications. However, it is also clear
from Sec. III that further refinement will be required to
train models achieving accuracies > 90% for off-lattice
models, and also connectivity percolation for all classes
of system. The primary issues encountered and possible
means to address them are discussed below.
For connectivity percolation, the key problem encoun-

tered was the class imbalance when trying to classify per-
colation in all dimensions up to the spatial dimension d,
as intermediate connectivity dimensions 1 ≤ dconn ≤ d−1
were significantly under-sampled when increasing system
density in regular increments. Oversampling the minor-
ity classes was shown to not be an affective means to
address this issue, as covered in Sec. III B. As there is
no obvious way to generate new data points by inter-
polating between existing ones for this problem, other
strategies should be explored. For instance, enhanced
sampling near to the percolation transition to increase
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Rigidity, lattice

L = 20 L = 50 L = 100

L = 20 0.926(3) 0.964(1) 0.976(4)

L = 50 0.89(1) 0.955(4) 0.979(4)

L = 100 0.86(2) 0.940(7) 0.972(5)

Connectivity, lattice

L = 20 L = 50 L = 100

L = 20 0.833(2) 0.895(4) 0.930(4)

L = 50 0.817(1) 0.910(2) 0.933(3)

L = 100 0.798(4) 0.902(1) 0.929(2)

Rigidity, off-lattice

N = 102 N = 103 N = 104

N = 102 0.870(4) 0.76(2) 0.732(7)

N = 103 0.72(2) 0.868(7) 0.58(3)

N = 104 0.754(8) 0.79(1) 0.748(7)

Connectivity, off-lattice

N = 102 N = 103 N = 104

N = 102 0.83(1) 0.75(1) 0.47(2)

N = 103 0.727(2) 0.860(7) 0.61(1)

N = 104 0.661(3) 0.80(2) 0.860(7)

FIG. 5. Series of tables showing the accuracy of models
trained on data of one size (rows), applied to data sets of
all sizes (columns), for rigidity and connectivity percolation
on lattice and off-lattice systems as indicated. Model hyper-
parameters were those that gave the highest accuracy on the
same data set as training (diagonal entries). The values in
brackets are the standard errors in the last digit.

the sample size for intermediate points, or to omit such
intermediate cases from consideration in applications for
which they are not of interest.

The accuracy of predicting rigidity percolation for
lattice systems was found to be high, with over 95%
achieved for the larger systems. By contrast, the off-
lattice problem was unable to reach even 90%, although
systems of N = 104 particles exhibited accuracies that
were still rapidly increasing for the largest data set con-
sidered. However, the data set for N = 104 was already
large, with n = 780 points, so simply increasing the train-
ing data would require a substantial commitment of re-
sources and may not be practical. This data scarcity can
be addressed by physics-informed approaches that aug-
ment training data with constraints obeying the known
governing equations [20], but current approaches are not
immediately transferable to molecular systems. Multi-
fidelity neural networks that combine small numbers of
high-fidelity data with large numbers of low-fidelity data
have proven to be successful in various fields [21, 22], but
cannot be immediately applied to GNNs as current net-

work layers do not admit inputs that are a mixture of
graphs and another model’s outputs, which is required
by this approach. Given that regression analysis is likely
to require even more data than classification, this issue
should be the focus of future work.

As for the reason why the off-lattice data was harder
to train, it can be speculated that this is due to the na-
ture of the correlations in the networks. The lattice data
was generated by bond dilution in which bonds were re-
moved at random, without spatial correlations. This sug-
gests that one large lattice may act like multiple smaller,
independent lattices during training, increasing the ef-
fective sample size and resulting in the high accuracies
observed. By contrast, the off-lattice data was generated
by dynamic simulations of diffusing particles that cross-
link into clusters of varying sizes, thereby generating sig-
nificant, long-ranged spatial correlations in network con-
nectivity. Such correlations make it impossible to break
down the system into independent subsystems, and the
effective data size is not increased as with lattice sys-
tems. To investigate this speculation further, a scenario
was devised in which a model trained on systems without
correlations was applied to a problem that requires cor-
relations. Specifically, we attempted to identify the load-
bearing backbone [8] by starting from a fully occupied
(p = 1) L = 20 lattice, and removing randomly-selected
bonds if the trained model classified the system as still
being rigid after the bond was removed. This continued
until no bonds could be removed. This procedure should
leave a single rigid cluster spanning the system, but as
shown in Fig. 6, the trained model instead produces what
is clearly a non-rigid system, consisting of small, discon-
nected clusters. We infer that a model trained on data
lacking spatial correlations fails when applied to a system
that exhibits correlations, highlighting the importance of
training models on the same class of system to which
they will be applied.

Extending this approach to continuously–varying
quantities – i.e., regression rather than classification –
would expand the use of such networks beyond the small
molecules to which they are currently applied [29, 30].
Such a rapid prediction tool could be used as part of an
inverse problem workflow to determine the microscopic
configuration that produces the desired measurable prop-
erties, as has already been developed for the CREASE
tool that estimates the composition of nanoparticles gen-
erating a given scattering profile [42]. Part of the success
of CREASE is the rapid prediction of scattering curves
given many trial microstructures, a capability provided
by the use of machine learning. An accurate predictive
tool for gels should extend similar benefits to a new range
of materials.
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