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Abstract

Large vision-language models (LVLMs) have achieved
impressive results in various vision-language tasks. How-
ever, despite showing promising performance, LVLMs suf-
fer from hallucinations caused by language bias, leading
to diminished focus on images and ineffective visual com-
prehension. We identify two primary reasons for this bias:
1). Different scales of training data between the pretrain-
ing stage of LLM and multimodal alignment stage. 2). The
learned inference bias due to short-term dependency of text
data. Therefore, we propose LACING, a systemic frame-
work designed to address the language bias of LVLMs with
MuLtimodal DuAl-attention MeChanIsm (MDA) aNd Soft-
Image Guidance (SIG). Specifically, MDA introduces a par-
allel dual-attention mechanism that enhances the integra-
tion of visual inputs across the model. SIG introduces a
learnable soft visual prompt during training and inference
to replace visual inputs, designed to compel LVLMs to pri-
oritize text inputs. Then, SIG further proposes a novel de-
coding strategy using the soft visual prompt to mitigate the
model’s over-reliance on adjacent text inputs. Comprehen-
sive experiments demonstrate that our method effectively
debiases LVLMs from their language bias, enhancing visual
comprehension and reducing hallucinations without requir-
ing additional training resources or data. The code and
model are available in lacing-lvlm.github.io.

1. Introduction
The emergence of Large Language Models (LLMs) [10,
42, 56, 57] has marked a significant milestone across var-
ious natural language processing tasks [40, 62]. Leveraging
the capabilities of LLMs, the development of Large Vision-
Language Models (LVLMs) [38, 41, 43, 55] has been accel-
erated through the integration of pre-trained visual encoders
into these LLMs [3, 7, 26, 29]. This integration allows
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LVLMs to process both visual and text inputs, and further
enables various potential applications such as autonomous
driving [36, 52, 60] and medical assistants [24].

Despite their impressive capabilities in handling both
two modalities, state-of-the-art LVLMs often produce erro-
neous or hallucinatory responses irrelevant to the input im-
ages [5, 13, 21]. The main reason behind the hallucinations
in LVLMs is referred to as language bias [67], i.e., these
models sometimes “ignore” the visual input and generate
the text response solely on the text inputs.

However, previous studies have not yet thoroughly inves-
tigated how this language bias originates. We suggest that
this bias potentially emerges for the following two reasons:

1. Different training scales between the LLM pre-
training stage and LVLM alignment stage: The LLM
backbone within LVLMs is pre-trained on the large-scale
text corpus. Comparatively, the multimodal alignment stage
in current SOTA LVLMs utilizes much fewer training sam-
ples and shorter training periods. For instance, Llama3 [10]
undergoes pre-training with 15T tokens, whereas the mul-
timodal alignment training for LLaVA [23, 29–31] utilizes
about 558k to 1.3 million data. The gap between the train-
ing scales of the two stages inevitably makes the pretraining
distribution dominate the generation of LVLMs [44], lead-
ing to difficulties for LVLMs to fully utilize the visual in-
puts, e.g., LVLMs often allocate a low attention weight to
the visual inputs in more than 90% layers [6, 66].

2. The learned inference bias due to the short-term
dependency of text data: Intuitively, a word in a text se-
quence exhibits a stronger associative bond with adjacent
words than those further apart [2, 9, 61], i.e., the short-term
dependency of text data. LLMs pre-trained on large-scale
text corpora can easily capture and memorize such short-
term dependency. Typically, these models assign higher at-
tention weights to adjacent tokens when processing the text
data. However, this learned pattern may not be suitable for
multi-modal inputs. Visual inputs frequently appear at the
beginning of the full inputs in current LVLMs, causing these
models to anchor on the nearby text instructions and neglect
to draw logical inferences from the actual visual inputs dur-
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Figure 1. Overview of LACING, a systemic framework, which consists of Multimodal Dual Attention (bottom) and Soft-Image Guid-
ance (above) to mitigate language bias of LVLMs. MDA proposes a parallel dual-attention mechanism that constructs two separate
attention for visual and text inputs during both training and inference. SIG implements a learnable soft visual prompt during training to
replace visual inputs. This soft prompt serves to maintain input patterns while compelling models to prioritize text inputs during inference.

ing the text response generation.
These two reasons lead to a systemic bias in LVLMs,

originating from both training and inference stages. Conse-
quently, a critical question arises: How can we effectively
mitigate the language bias inherent in LVLMs from both
the training and inference perspectives? Therefore, we
propose LACING, a systemic framework designed to ad-
dress the language bias of LVLMs with MuLtimodal DuAl-
attention MeChanIsm aNd Soft-Image Guidance.

Exploring methods to mitigate the dominant influence of
the LLM’s pretraining distribution [44], which leads to the
neglect of visual inputs in most layers [6], remains an area
that still requires further exploration. To address this issue,
we propose the Multimodal Dual-Attention Mechanism
(MDA). MDA introduces a parallel dual-attention mecha-
nism to effectively handle both modalities separately during
the multimodal alignment stage. Specifically, MDA first
independently calculates attention weights across various
modalities, then fuses the two different weights to get the fi-
nal attention map. It enforces the LVLM to assure consider-
able attention weights to visual inputs, ensuring integration
of visual inputs across all layers. Furthermore, MDA retains
causal attention for text inputs while allowing bidirectional
attention to visual inputs. It helps LVLMs preserve the text
comprehension ability of LLMs while effectively capturing
the global structure of visual inputs, eventually focusing on

visual inputs across all layers during training.
To mitigate the learned inference bias due to the short-

term dependency of text data, we introduce Soft-Image
Guidance (SIG), designed to enhance the visual guidance
during LVLMs’ response generation. The core idea be-
hind SIG is to effectively model the current LVLMs’ over-
reliance on text inputs, i.e., language bias, and reduce such
over-reliance with a novel decoding strategy. Specifically,
SIG first introduces a learnable soft visual prompt to re-
place the visual input and construct a multimodal-null in-
put for the model. This learnable soft visual prompt serves
as a placeholder to maintain the input pattern (e.g., the in-
put length and modalities) and as an indicator, compelling
the model to prioritize text inputs. Different from previ-
ous works [22, 66] attempting to model such over-reliance
by removing visual inputs or adding random noise on in-
put images, our designed soft visual prompt can maintain
the consistent input pattern without introducing uncontrol-
lable informational perturbations. To get the final soft vi-
sual prompt, we replace visual inputs with the soft visual
prompt at a given probability during the multimodal align-
ment stage. The well-learned soft visual prompt is used to
replace visual inputs in original inputs to suggest the model
prioritize the text input, namely multimodal-null inputs. Fi-
nally, we contrast output distributions from original and
multimodal-null inputs to get the final output, mitigating the
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LVLM’s language bias during the response generation. This
adjustment ensures that each token in the model’s responses
accounts for visual input more critically.

Comprehensive experiments demonstrate the effective-
ness of our method in mitigating language bias in LVLMs,
thereby enhancing visual comprehension and reducing
visual hallucination. We observe significant improve-
ments, particularly in free-form generation and visual hal-
lucinations reduction (e.g., 11.8-point boost on LLaVA-
Bench [29] and a 40% improvement on Object Hallucina-
tions Benchmark [48, 63]). Notably, our approach achieves
consistent improvement without requiring additional train-
ing resources or data beyond standard LVLM multimodal
alignment setups [30]. Our analysis further confirms the ef-
ficacy of MDA in enabling the LVLM to fully utilize the
visual inputs, as well as the robustness of the SIG for reduc-
ing hallucinations and improving visual comprehension.

2. Related Work

2.1. Language Bias in LVLMs
Despite the impressive capabilities of LVLMs [11, 23, 38,
41, 43, 55, 58], these models still struggle with generat-
ing responses irrelevant to the input images [21, 32], e.g.,
falsely perceiving the presence of non-existent objects in
images [70]. Zhao et al. [67] first identify this issue in
LVLMs and name it as language bias, i.e., LVLMs often
ignore visual inputs and solely rely on text inputs, leading
to hallucinations. Chen et al. [5] also observes that LVLMs
tend to solely use the textual knowledge from LLMs to
answer the questions. Chen et al. [6] analyzes the atten-
tion distribution of state-of-the-art LVLMs, revealing an in-
efficient attention mechanism wherein attention computa-
tion over visual inputs is extremely inefficient in the deeper
layers of LVLMs. Moreover, Zhang et al. [66] note that
LVLMs tend to allocate more attention to text inputs and
increasingly prioritize them as response generation pro-
gresses. These works indicate that LVLMs often allocate
a low attention weight to the visual inputs, thus limiting the
use of the given image. Consequently, solutions for mit-
igating such bias remain a crucial problem and means to
further improve the performance of LVLMs. We argue that
there are two main reasons that lead to the language bias in
LVLMs, including (1) the different training scales between
the pretraining stage and multimodal alignment stage, and
(2) the learned inference bias due to the short-term depen-
dency of text data. We further propose a systematic method
LACING to address the language bias from both the train-
ing and inference perspectives

2.2. Addressing Language Bias in LVLMs
Given the language bias within current LVLMs, LVLMs
exhibit similar hallucination problems as the textual

LLMs [15]. Moreover, LVLMs show unique types of hallu-
cination, such as object hallucination [25, 48], i.e., LVLMs
tend to encompass content not supported by associated im-
ages. Leng et al. [22] claim that object hallucination is
caused by the dominant influence of the LLM’s pretraining
distribution, i.e., such hallucination is a primary manifesta-
tion of language bias. Recently, many methods have been
proposed to mitigate the hallucination in LVLMs. LRV [28]
attempts to apply supervised fine-tuning on a well-designed
visual preference dataset to address this issue. LLaVA-
BPO [44] further proposes the pipeline to gather prefer-
ence datasets and conduct preference learning to mitigate
this type of hallucination. Additionally, LLaVA-RLHF [54]
and RLHF-V [63] introduce reinforcement learning from
human feedback into the LVLM training pipeline to align
outputs with human intentions, thereby reducing hallucina-
tions. However, these methods typically necessitate a sub-
stantial number of additional training data and computa-
tional resources. Thus, many methods such as VCD [22],
IBD [72], VDD [66], and ICD [59] introduce training-free
methods that contrast model outputs generated from origi-
nal inputs and inputs without visual inputs (or inputs with
masked visual inputs) to reduce the influence of textual
LLMs. Nonetheless, these methods may introduce unex-
pected information during inference that was not present
during training. This inconsistency between the inputs at
the training and inference stages can result in suboptimal
performance of these methods. Different from the two types
of methods, our method has two notable strengths: (1) We
propose our new method in a systematic way, addressing
the language bias from both the training and inference per-
spectives without requiring additional training data; (2) Dif-
ferent from these methods only consider a part influence
of language bias, e.g., object hallucination, our method ad-
dresses the language bias in two perspectives that further
improve the performance of LVLMS in more general tasks.

3. Method
In this section, we present our approach for mitigating the
language bias inherent in LVLMs using two complementary
methods: the Multimodal Dual-Attention Mechanism and
Soft-Image Guidance. These method address the language
bias of LVLMs from both training and inference perspec-
tives, each targeting distinct issues.

3.1. Multimodal Dual-Attention Mechanism
Most LVLMs project bidirectional visual inputs into the
unidirectional LLM space using a relatively small amount
of multimodal data [23, 29, 30, 71] compared to vast data
scales employed in pretraining LLMs [10, 42]. These mod-
els treat visual inputs as a different form of text inputs in
an autoregressive manner. The mismatch in both model-
ing and training scale leads LVLMs to partially adapt to
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Figure 2. Average attention scores for output tokens towards text
and visual tokens across different layers in LLaVA-1.5 [30], show-
ing that only the first two layers apply considerable attention to
visual tokens. In contrast, deeper layers largely neglect them.

data distribution changes using only shallow layers during
training with limited data [66]. Consequently, the model re-
mains dominated by the LLM’s pretraining distribution and
lacks effective attention to visual inputs in deeper layers.
As shown in Figure 2, LVLMs exhibit considerable atten-
tion toward visual inputs only in the first two layers [6],
while deeper layers retain their original distributions, caus-
ing deeper layers of LVLMs to ignore visual inputs.

To address this issue, we propose Multimodal Dual-
Attention Mechanism (MDA), which introduces a parallel
dual-attention mechanism that preserves separate attention
metrics for visual and text inputs in the LVLMs. It enforces
the LLM to allocate sufficient attention toward visual in-
puts and encourages LVLMs to fully leverage their LLM
backbone for visual comprehension during training. Specif-
ically, MDA is parallel dual-attention strategy that retain
unidirectional, causal attention for text inputs while allow-
ing bidirectional attention towards visual inputs for compre-
hensive understanding. As illustrated in Equation 1, Given
the multimodal input S = ⟨s1, s2, . . . , sN ⟩, sn means
the token in the input. To independently calculate atten-
tion weights across two modalities, we define two attention
masks: visual token mask MI for visual tokens I and text
token mask MT for text tokens T :

MI [i, j] =

{
1, if sj ∈ I,
0, otherwise,

MT [i, j] =

{
1, if sj ∈ T & i ≤ j,

0, otherwise,

(1)

We can use designed attention masks to calculate atten-
tion weights of visual(WI) and test tokens(WT ):

WI = softmax
(
QK⊤/

√
dk ⊙MI

)
,

WT = softmax
(
QK⊤/

√
dk ⊙MT

)
,

(2)
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Figure 3. Comparison of attention allocation between a standard
LVLM (LLaVA-1.5) and our model trained with the Multimodal
Dual-Attention (MDA) mechanism. Text tokens and visual tokens
are indicated in blue and purple, respectively, in the sidebar.

where the Q,K represent the query, key and in the self-
attention mechanism of LVLMs.

Finally, the two attention weights, denoted as (WI) and
(WT ), are integrated and subsequently multiplied by V,
the value in the attention mechanism of LVLMs, to derive
the final attention score A based on MDA.

A = (WI +WT )V. (3)

Parallel computation of attention weights guarantees
each token separately receives attention from both visual
and text inputs, balancing their contributions. It allows vi-
sual inputs to remain relevance across all layers, avoiding
shallow adaptation and language bias. The dual-attention
enhances the visual understanding of LVLMs while pre-
serving its language modeling capabilities. MDA ensures
that visual information is processed with bidirectional at-
tention to capture spatial coherence, while text tokens con-
tinue to follow autoregressive patterns, critical for maintain-
ing coherent language generation, as shown in Figure 3.

3.2. Soft-Image Guidance

A significant challenge in visual comprehension with
LVLMs stems from their inference bias due to the short-
term dependency of text data. Due to the sequential na-
ture of language modeling—which prioritizes coherence
and continuity—LVLMs tend to focus on nearby text to-
kens, often at the expense of the visual information that may
be distant or disparate, as shown in Figure 4.

To mitigate the inference bias of LVLMs, we propose
the Soft-Image Guidance (SIG), designed to enhance the
guidance of visual inputs during LVLMs’ response gener-
ation. To enhance the guidance of visual inputs in LVLMs,
we formulate the visual comprehension mathematically. We
consider the conditional probability p(yt | v) of generating
a response token yt given the visual input v. By applying
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Figure 4. Attention allocation of LVLMs to visual and text to-
kens. Attention to visual tokens (a) decreases as response genera-
tion progresses, while attention to text tokens (b) increases.

Bayes’ theorem, we have:

p(yt | v) =
p(v | yt) · p(yt)

p(v)
(4)

Then we take the logarithm of both sides of Equation (4):

log p(yt | v) = log p(v | yt) + log p(yt)− log p(v) (5)

In Equation (5), p(yt) is the unconditional probability of
generating the target token yt without any visual input.

To amplify the influence of the visual input v on response
generation, we introduce a scaling parameter λ for condi-
tional probability p(v | yt). We adjust the p(v | yt) to
obtain an enhanced version p̂(yt | v), defined as:

log p̂(yt | v) ∝ λ · log p(v | yt) + log p(yt)− log p(v) (6)

Our goal is to express log p̂(yt | v) with known quantities.
To this end, we expand log p(v | yt) using Bayes’ theorem:

log p(v | yt) = log p(yt | v) + log p(v)− log p(yt) (7)

Substituting Equation (7) into Equation (6), we obtain:

log p̂(yt | v) ∝ λ (log p(yt | v) + log p(v)− log p(yt))

+ log p(yt)− log p(v).
(8)

Since v is given (fixed), log p(v) is a constant with respect
to yt and can be omitted, we simplify Equation (8) to:

log p̂(yt | v) ∝ λ(log p(yt | v)−log p(yt))+log p(yt) (9)

Algorithm 1 Joint Training of LVLM with SIG

Require: P : Model; X ,V: Training dataset
1: repeat
2: (x,v) ∼ (X ,V) ▷ Sample multimodal input data
3: v← ϵ with probability θ ▷ Randomly discard

visual input, replace with learnable soft visual prompt ϵ
4: Lcross-entropy = −E(x,v)

∑
i

yi logP (x,v)

5: Update P and ϵ
6: until converged

Equation (8) demonstrates that the influence of visual input
v on response generation can be amplified by adjusting the
scaling parameter λ, once given the conditional probability
p(yt | v) of original inputs and the unconditional probabil-
ity p(yt) without visual inputs. This formulation highlights
a major challenge in enhancing visual guidance for LVLMs:
accurately calculating the unconditional probability p(yt) of
generating the token yt in the absence of the visual input.

Previous approaches attempt to ascertain such probabil-
ities probability by either providing the model with text-
only input [66] or by injecting randomly generated noise to
mask the image [22], thereby utilizing the model’s output as
the unconditional probability p(yt). Nonetheless, simply re-
moving the visual inputs may disrupt input patterns(e.g., the
input length and modalities), as visual tokens typically far
surpass text tokens in quantity [6, 66]. Concurrently, adding
random noise to distort images relies can introduce uncon-
trollable and unstable informational perturbations. The ex-
tra, unforeseen noise introduced by these inputs may lead
the LVLMs to behave more like random probability gener-
ators, thereby complicating the approximation of p(yt).

Therefore, SIG first employs a learnable soft visual
prompt ϵ to replace visual inputs, thereby forming a
multimodal-null input for the model. The learnable soft vi-
sual prompt ϵ will be the jointly trained with the LVLM.
As outlined in Algorithm 1, we replace visual input with ϵ
with probability θ during training. The soft visual prompt ϵ
serves dual purposes, acting both as a placeholder to main-
tain input patterns and as an indicator to make model priori-
tize text inputs. This dual functionality ensures a consistent
input pattern for LVLMs in both training and inference, al-
lowing the model to produce generate interpretable output
and balancing visual and text inputs. After training, we can
directly use the ϵ to query the model and extract the approx-
imation of p(yt). Finally, during inference, we contrast out-
put distributions from original and multimodal-null inputs
based on Equation 9 to get the final output. Specifically,
logits ℓg of generated tokens are recalculated by adjusting
the logits ℓu of the multimodal-null inputs with the scaling
parameter λ, based on logits ℓc of original inputs as follows:

ℓg = ℓu + (ℓc − ℓu)× λ (10)
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Model Model Size Obj Hall MMHall LLaVABench MM-VET
Res ↓ Obj ↓ Score ↑ Hall ↓

LRV [28] 7B 32.30 22.30 / / / 31.70
LLaVA-1.5 [30] 7B 46.71 25.08 2.19 59.00 64.40 31.10
VCD [22] 7B 47.40 25.24 2.12 59.00 65.30 30.90
VDD-None [66] 7B 46.71 25.19 2.22 56.00 66.00 31.70
Less-is-more [65] 7B 40.30 17.80 2.33 50.00 60.90 /
OPERA [16] 7B 45.10 22.30 2.15 54.20 60.30 /
HA-DPO [68] 7B 39.90 19.90 1.98 60.40 67.20 /
POVID [69] 7B 48.10 24.40 2.08 56.20 62.20 /
LLaVA1.5-7B-BPO [44] 7B 31.90 15.10 / / 71.60 36.80
Ours 7B 27.86 14.22 2.53 49.00 72.20 35.20
∆, compare to LLaVA-1.5 7B 40.36% 43.30% 15.53% 16.95% 12.11% 13.18%

LLaVA [29] 13B 63.00 29.50 / / 70.80 26.40
Muffin [34] 13B 50.50 24.50 / / 68.80 /
QWEN-VL [3] 10B 40.40 20.70 / / 52.10 /
LLaVA-1.5 [30] 13B 47.06 23.33 2.54 50.00 72.50 36.10
VCD [22] 13B 46.37 23.10 2.60 49.00 73.60 36.90
VDD-None [66] 13B 44.64 22.23 2.38 55.00 73.00 36.10
LLaVA-RLHF [54] 13B 38.10 18.90 2.53 57.00 61.50 /
RLHF-V [63] 13B 12.20 7.50 2.45 51.00 51.40 /
LLaVA1.5-13B-BPO [44] 13B 27.30 12.90 / / 74.40 41.40
Ours 13B 27.21 14.10 2.65 48.00 84.30 39.90
∆, compare to LLaVA-1.5 13B 42.18% 39.56% 4.33% 4.00% 16.28% 10.53%

Table 1. Comparison of baselines across multiple benchmarks. The highest score marked in bold and the second highest underlined. The
baselines are categorized into three groups: (1) typical LVLMs, indicated in blue, (2) training-free methods, indicated in brown, and (3)
reinforcement learning-based methods, indicated in gray.

This refinement facilitates a more balanced and effective in-
tegration of visual inputs, thereby enhancing visual compre-
hension of LVLMs while addressing the language bias.

4. Experiments

4.1. Implementation Details
We strictly adhere to the settings of LLaVA-1.5 [30] for
training the LVLM, which uses the same dataset and base
model. The model is trained on 8 A100 GPUs, each with 40
GB of memory. The scaling parameter λ and replacement
probability θ are determined based on the model’s perfor-
mance on the validation set. Our model shares almost the
same structure and parameters as those of LLaVA-1.5, ex-
cept for the proposed multimodal dual-attention mechanism
and the learnable soft prompt used for soft-image guidance.
More details is provided in the Appendix.

4.2. Evaluation Setup
We conduct experiments across three categories:
Visual Comprehension: MMBench[33] evaluates 20
fine-grained abilities of LVLMs, assessed with accuracy.
TextVQA [53] employs VQA accuracy [1] as metric
for question answering with text within images. Unlike
LLaVA-1.5 [30], we do not provide the model with images

OCR results. MM-VET [64] evaluates multimodal under-
standing with GPT-4 as free-form question-answering.
Open-ended Generation: LLaVA-Bench [29] uses GPT-4
to compare generated answers with reference answers.
Visual Hallucination: Object HalBench [48] detects ob-
ject hallucinations by comparing model outputs with COCO
labels [27]. We follow the same setup as [63], which adds
diverse prompts with detailed image descriptions for sta-
ble evaluations. MMHal-Bench [54] evaluates hallucina-
tions and response informativeness, with GPT-4 comparing
model outputs to human responses and object labels.

4.3. Experimental Results
We evaluate the effectiveness of our proposed method
across various benchmarks, as presented in Table 2. The
baseline models are categorized into three groups: (1)
LVLMs obtained after multimodal alignment training of
foundational LLMs and the visual encoders, marked in
blue; (2) training-free methods designed to mitigate halluci-
nations in LVLMs, marked in brown; and (3) reinforcement
learning-based methods aimed at aligning LVLM outputs
with human intentions, marked in gray.

Compared to these baseline models, our method demon-
strates consistent performance improvements across all
tasks and benchmarks. Notably, in comparison to LLaVA-
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Method Model Size MMBench TextVQA LLaVABench Obj Hall

Res ↓ Obj ↓

Greedy Sampling

LLaVA-1.5[30] 7B 64.61 46.05 64.40 46.71 25.08
VCD[22] 7B 64.69 (+0.08) 46.05 (+0.00) 65.30 (+0.90) 47.40 (+0.69) 25.24 (+0.16)
VDD-None[66] 7B 64.52 (-0.09) 44.47 (-1.58) 66.00 (+1.60) 46.71 (+0.00) 25.19 (+0.10)
w. SIG 7B 66.92 (+2.31) 46.77 (+0.72) 70.60 (+6.20) 30.36 (-16.35) 15.16 (-9.92)

LLaVA-1.5[30] 13B 67.74 48.66 72.50 47.06 23.33
VCD[22] 13B 68.38 (+0.64) 48.63 (-0.03) 73.60 (+1.10) 46.37 (-0.69) 23.10 (-0.23)
VDD-None[66] 13B 68.56 (+0.82) 47.31 (-1.35) 73.00 (+0.05) 44.64 (-2.42) 22.23 (-1.10)
w. SIG 13B 70.19 (+2.45) 48.74 (+0.07) 74.70 (+2.20) 28.27 (-18.79) 15.21 (-8.12)

Nucleus Sampling

LLaVA-1.5[30] 7B 56.96 35.41 63.00 56.66 29.75
VCD[22] 7B 60.91 (+3.95) 40.67 (+5.26) 65.30 (+2.30) 49.83 (-6.83) 27.44 (-2.31)
VDD-None [66] 7B 62.97 (+6.01) 42.62 (+7.21) 66.50 (+2.50) 57.34 (+0.86) 28.22 (-1.53)
w. SIG 7B 63.49 (+6.53) 39.40 (+3.99) 68.40 (+5.40) 29.14 (-27.52) 15.62 (-14.13)

LLaVA-1.5[30] 13B 62.11 38.92 68.10 50.52 25.74
VCD[22] 13B 65.38 (+3.27) 43.56 (+4.64) 70.70 (+2.60) 49.83 (-0.69) 24.23 (-1.51)
VDD-None[66] 13B 66.32 (+4.21) 45.99 (+7.07) 71.40 (+3.30) 47.90 (-2.62) 23.25 (-2.49)
w. SIG 13B 64.77 (+2.66) 40.31 (+1.39) 72.00 (+3.90) 30.55 (-19.97) 17.45 (-8.29)

Table 2. Comparison of SIG with training-free methods designed to mitigate hallucinations across different decoding strategies. Perfor-
mance gap compared to the base model(LLaVA-1.5) are noted in parentheses. Red denotes improvements, while green indicates reductions.

1.5 [30], which shares the same training data and model
structure with our method, our method achieves substantial
double-digit percentage improvements, as indicated by the
∆ values in Table 2. Specifically, we achieve a 40.36% re-
duction in response hallucination(Obj Hall) and a 12.11%
improvement in LLaVA-Bench on the 7B model. On the
13B model, we also achieve a 42.18% reduction in re-
sponse hallucination(Obj Hall) and an 16.28% improve-
ment in LLaVA-Bench, demonstrating the robust scalabil-
ity of our method with larger models. Our method also
surpasses training-free methods such as VCD [22] and
VDD [2], achieving nearly 20 points reduction on Object-
Hallucination Benchmark. This demonstrates the superior
capability of our method in mitigating visual hallucinations
by addressing the language bias inherent in LVLMs. The
underperformance of these methods further indicates that
adding randomly generated noise on input images or sim-
ply remove the image during the inference injects the un-
expected information that was not present during training,
thereby diminishing the robustness of their methods across
the benchmark. In comparison to reinforcement learning-
based methods, which require extensive training resources,
additional training data, and high-quality feedback data, our
method remains efficient and cost-effective while deliver-
ing superior results. For example, compared to RLHF-
V [63] and LLaVA1.5-BPO [44], our method achieves
higher scores on most benchmarks without the need for re-
inforcement learning. Our 7B model attains a lower hallu-
cination rate and higher visual comprehension scores than
these methods, highlighting the efficiency of our proposed

methods, including MDA and SIG.

4.4. Analysis Results
Effect of Soft-Image Guidance in Decoding Perspective
To distinguish our methods from pervious works, we inves-
tigate effectiveness of SIG in different decoding strategies.
Our analysis in Table 2 reveals previous training-free ap-
proaches, like VCD [22] and VDD-None [66], exhibit per-
formance gains exclusively under Nucleus Sampling [14],
whereas SIG shows consistently improvements in Greedy
Sampling and Nucleus Sampling in all benchmarks.

VCD contrastes output distributions derived from orig-
inal and distorted visual inputs. Similarly, VDD employs
model’s output based on text-only inputs as the contrastive
source. However, adding randomly generated noise on in-
put images or given text-only inputs during inference may
introduce the unexpected information that was not present
during training. This inconsistency can lead to suboptimal
performance and reduced robustness of these methods. In
benchmarks like MMBench and TextVQA where LVLMs
generate limited words, this noise undermines the model’s
ability to generate reliable responses using Greedy Sam-
pling. Greedy Sampling deterministically selects the most
probable token at each step, offering minimal opportunity to
counteract the introduced noise, specially in short outputs.
Consequently, Nucleus Sampling select tokens by proba-
bility, thereby mitigating the inherent instability introduced
by these methods. Nevertheless, the Nucleus Sampling it-
self may hinder model performance on the benchmarks with
constrained settings, resulting in a noticeable decline in per-
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Model LLaVABench

Complex Conv Detail All

LLaVA-1.5 75.50 54.10 56.60 64.40
w. FastV [6] 79.80 54.10 46.70 63.90
∆ +4.30 +0.00 -9.90 -0.50

MDA 83.20 59.70 59.20 70.30
w. FastV [6] 10.70 10.20 10.40 10.50
∆ -72.50 -49.50 -48.80 -59.80

Table 3. Performance comparison on LLavaBench between stan-
dard LLaVA-1.5 and those with MDA, with and without FastV [6].

formance compared to Greedy Sampling.
In contrast, SIG employs a learnable soft visual prompt

to replace visual inputs, which serves as a placeholder that
maintains input patterns while suggesting the model to pri-
oritize the text input. SIG keeps consistency for the model
inputs during training and inference and improves the over-
all performance under both decoding strategies.

How does LVLMs treat visual inputs with Multimodal
Dual-Attention Mechanism? To delve into the effective-
ness of the MDA in mitigating language bias caused by
disparities in training scales, we examine the behavior of
LVLMs regarding visual inputs across all layers. To assess
whether MDA addresses this issue, we adopt the pruning
method proposed by Chen et al. [6] on LLaVA-1.5 with
MDA. Specifically, we prune half of visual tokens in deeper
layers and subsequently examining the impact on model
performance across LLaVABench. Previous studies Chen
et al. [6] on LVLMs, such as LLaVA-1.5, have demonstrated
that pruning visual tokens in deeper layers does not greatly
affect the model performance, indicating that deeper lay-
ers are not utilizing these tokens effectively. Conversely,
our experiments in Table 3 reveal that employing FastV in
the model with MDA leads to a substantial performance
drop. This finding indicates that the model is indeed lever-
aging visual inputs across all layers, not just in the shallow
ones. The significant performance reduction confirms that
MDA effectively forces the LVLM to utilize visual inputs
more thoroughly. By ensuring comprehensive attention to
visual inputs across the model’s layers, MDA facilitates the
LVLM in fully exploiting its visual comprehension capa-
bilities. The 7.7-points improvement for complex tasks on
LLaVABench, as shown in Table 3, further corroborates this
conclusion, as complex tasks generally require the deeper
layers for precise understanding [4, 18].

Ablation Study To better understand the contributions of
each component in our method, we conduct an ablation
study across multiple benchmarks. We report results un-
der different decoding strategies on the 7B model in Ta-

Sampling Model MMBench TextVQA LLavaBench MM-VET

Greedy

LLaVA-1.5 64.61 46.05 64.40 31.10
Ours 65.98 46.94 72.20 33.50

-w/o. MDA 66.92 46.77 70.60 32.00
-w/o. SIG 65.46 46.03 70.30 32.80

Nucleus

LLaVA-1.5 56.96 35.41 63.00 29.80
Ours 64.69 42.05 72.20 35.20

-w/o. MDA 63.49 39.40 68.40 33.30
-w/o. SIG 56.62 36.40 67.80 30.50

Table 4. Ablation study on under different decoding strategy
across multiple benchmarks on 7B model.

ble 4. Removing MDA (“ w/o MDA ”) causes a signifi-
cant drop in performance, particularly on LLavaBench and
MM-VET. This suggests that MDA is crucial for enabling
the model to effectively integrate visual information across
the model. Excluding the SIG (“ w/o SIG ”) also leads
to a notable performance decrease across all benchmarks.
Interestingly, SIG-alone (“ w/o MDA ”) yields better per-
formance on MMBench under greedy decoding, likely due
to the evaluation of this benchmark in multiple-choice QA.
Since SIG modifies output distribution, even slight changes
can improve the likelihood of reaching at correct answers
by chance, particularly when the model struggles to com-
prehend the inputs and assigns random probabilities to the
answer options for decoding. In contrast, with the combina-
tion of MDA, the model tend to focus on visual inputs, po-
tentially stabilizes the model‘s output distribution. It makes
the slight variations from SIG less influential, thereby re-
ducing the likelihood of obtaining correct answers and lead-
ing in suboptimal performance in this benchmark. Nev-
ertheless, both components individually contribute to sub-
stantial improvements over the baseline LLaVA-1.5 model.
Even when one component is removed, the model still out-
performs the baseline in all benchmarks.

5. Conclusion

This paper tackles the language bias in LVLMs, which often
leads to the neglect of visual inputs and the generation of
hallucinatory responses. We identify two primary sources
of this bias: the gap in training scales between the pretrain-
ing and multimodal alignment stages of LVLMs, and the
learned inference bias due to the short-term dependency in
text data. To address these challenges, we introduced the
Multimodal Dual-Attention Mechanism (MDA) and Soft-
Image Guidance (SIG). MDA enhances the integration of
visual inputs across all layers. SIG proposes a novel decod-
ing strategy to mitigate over-reliance on adjacent text to-
kens, using a learnable soft visual prompt. Our work high-
lights the importance of addressing language biases from
both training and inference perspectives, paving the way for
more accurate and reliable LVLMs.
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Appendix
This appendix is organized as follows.
• In Section A, we discuss the limitations for LACING.
• In Section B, we show implementation details for

LACING. Specifically, training details(Sec. B.1),
datasets(Sec. B.2) and hyperparameters(Sec. B.3).

• In Section C, we present the details of our experiments
and evaluation. Specifically, dataset and metric(Sec. C.1),
baselines(Sec. C.2) and GPT-4 Version(Sec. C.3)

• In Section D, we detail the experiments and provide an
in-depth discussion on the impact of hyperparameters,
specifically the replace probability θ(Sec. D.1) and the
scaling parameter λ(Sec. D.2).

• In Section E, we present a human evaluation of LACING
versus LLaVA-1.5 across LLaVABench.

• In Section F, we present more qualitative results.
• In Sectionn G, we visualized the attention distribution

across different layers in LLaVA-1.5 and LACING.

A. Limitation
Despite the promising results demonstrated by LACING
in addressing the language bias of LVLMs, several limita-
tions must be acknowledged. First, our method is mainly
conducted on the LLaVA-Family model [29, 30]. The
effectiveness of our approach on other LVLMs with dif-
ferent architectures remains largely unexplored. Never-
theless, language bias is commonly observed across var-
ious LVLMs [5, 6, 67]. Both the Q-former-based and
Resampler-based methods [3] are susceptible to language
bias, exhibiting several phenomena similar to those seen in
the LLaVA model [6]. Therefore, inspired by this common
motivation, we anticipate the implementation and effective-
ness of LACING on diverse LVLMs. Additionally, due to
resource constraints, we are unable to acquire LVLMs that
achieve a similar scale of training between the LLM pre-
training stages and the LVLM alignment stage to accurately
validate the source of language bias. Finally, while LAC-
ING has significantly reduced hallucinations in LVLMs and
enhanced visual comprehension capabilities, there remains
a possibility for it to produce hallucinations or disseminate
misinformation. Therefore, it still should be employed with
caution in critical applications. Consequently, future re-
search could involve broadening our approach to include a
wider spectrum of LVLMs with different architectures and
training them using a comparable training scale to observe
the manifestations of language bias.

B. Training Details
To make fair compression, we adopt the same training set-
tings as LLaVA-1.5 [30], maintaining consistency in hyper-
parameters, training dataset, data preprocessing, and model
architecture. The only differences lies in the introduction of

Dataset Data Size

LLaVA [29] 158K
ShareGPT [50] 40K
VQAv2 [12] 83K
GQA [17] 72K
OKVQA [37] 9K
OCRVQA [39] 80K
A-OKVQA [49] 66K
TextCaps [51] 22K
RefCOCO [19, 35] 48K
VG [20] 86K
Total 665K

Table 5. Instruction-following Data Mixture Used for Finetun-
ing [30].

the multimodal dual-attention mechanism and the learnable
soft visual prompt for soft-image guidance.

B.1. Training
Following the setting of LLaVA-1.5 [30], we employ CLIP-
ViT-L-14-336 [45] as the visual encoder, paired with a two-
layer MLP adapter to project visual embeddings from the
encoder to the LLM backbone. Vicuna-1.5 [8] serves as the
LLM backbone. All of the experiments are conducted on
the 8 × A100 GPUs, each with 40 GB of memory. We em-
ploy the Deepspeed Zero2 [47] and Deepspeed Zero3 [47]
for training the 7B and 13B model, respectively.

In addition to these standard components of LLaVA-1.5,
our method includes two significant modifications to the
model architecture. Firstly, we adopt the multimodal dual-
attention mechanism proposed in this paper, replacing the
vanilla self-attention in the LLM. This modification slightly
increases the computational cost due to the dual-attention
calculation. We further incorporate a learnable soft visual
prompt for soft-image guidance. We maintain a learnable
embedding with dimensions [lvisual, hLLM], where lvisual is
the visual embedding length and hLLM is the LLM hidden
state size. In our practice, the learnable soft visual prompt
has a size of [576, 4096] for a 7B model and [576, 5120]
for a 13B model, which correspondingly adds 2.36M and
2.95M parameters to the 7B and 13B models. Compared to
the billion-level parameters of these LVLMs, the additional
parameters account for only 0.03% and 0.02%, respectively,
which are minimal and negligible. Therefore, compared to
LLaVA-1.5, our method does not require additional train-
ing resources or computational costs, thereby demonstrat-
ing the efficiency of our approach. Practically speaking, the
time cost of our method is approximately identical to that
of LLaVA-1.5 under the same setting.

B.2. Data
We strictly follows the data setting of LLaVA-1.5 for
both pretraining and finetuning. Specifically, the LLaVA-
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Hyperparameter Pretrain Finetune

batch size 256 128
lr 1e-3 2e-5
lr schedule cosine decay cosine decay
lr warmup ratio 0.03 0.03
weight decay 0 0
optimizer AdamW AdamW
DeepSpeed stage 2 3
replace prob. θ 10% 10%

Table 6. Hyperparameters of LACING, which are the same as
the original LLaVA-1.5 [30], except that we set the replace proba-
bility θ for training with soft-image guidance.

558K [29] for pertraining and a mixture of instruction-
following data for finetuning shown in Table 5.

B.3. Hyperparameters
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Figure 5. Model performance on LLaVABench across various
scaling parameter λ.

We utilize the identical set of hyperparameters as the
original LLaVA-1.5 [30], with the exception of specify-
ing the replacement probability θ for training with soft-
image guidance. Detailed training hyperparameters for
both stages are provided in Table 6. During the infer-
ence, we use the hyperparameter λ to control the guidance
of the visual inputs on the response generation. As illus-
trated in Figure 5, we report the performance of the 13B
model on LLaVABench across various the scaling parame-
ter λ, thereby demonstrating the impact of different λ scales
on model performance. The optimal performance of our
method under various λ values is reported in the experi-
ments.

C. Detailed Experimental Settings

C.1. Dataset and Metric
MMBench [33] provides a progressive evaluation frame-
work, advancing from perception to reasoning, and covers

20 fine-grained abilities. It is assessed through multiple-
choice question answering, using accuracy as the metric.

MMBench [33] provides a progressive evaluation frame-
work, advancing from perception to reasoning, and covers
20 fine-grained abilities. It is assessed through multiple-
choice question answering, using accuracy as the metric.

TextVQA [53] is designed for visual question answer-
ing involving text within images. It employs VQA accuracy
as the evaluation metric. Unlike LLaVA-1.5[30], which in-
cludes OCR results of the images in the question, our ap-
proach provides the model solely with the image and the
question. This setup aims to assess the model’s visual com-
prehension abilities without supplementary textual data.

MM-VET [64] evaluates multimodal understanding
across six core vision-language capabilities over 128 tasks.
The evaluation is conducted using GPT-4 to assess model
performance in a free-form question-answering format.
MM-Vet defines 16 integrations derived from combinations
of these core capabilities, providing a structured assessment
of models’ abilities to handle complex multimodal tasks.

LLaVABench [29] is utilized for evaluating open-ended
generation capabilities. This benchmark consists of 60
tasks focused on LLaVA’s visual instruction-following and
question-answering abilities in natural environments. It em-
ploys GPT-4 as the evaluator to compare the model’s gen-
erated answers with reference answers, ensuring a compre-
hensive assessment of the model’s generative performance.

Object HalBench [48] detects object hallucinations by
comparing model outputs with COCO image labels [27]. Yu
et al. [63] further augment this benchmark by adding eight
diverse prompts with detailed image descriptions for stable
evaluations. We follow the same evaluation setup and use
GPT-4 as the evaluator. We report the two metrics in this
benchmark: The response-level hallucination rate and the
object-level hallucination rate.

MMHal-Bench [54] evaluates hallucinations and re-
sponse informativeness. It employs GPT-4 to compare
model output with human response and several object la-
bels to get the final scores.

C.2. Baselines
General LVLMs that have undergone multimodal align-
ment training. Specifically, we utilize LLaVA [29], Qwen
VL [3], LLaVA-1.5 [30], Muffin [34], and LRV [28] as
representative baselines. These LVLMs are predominantly
trained with multimodal data for alignment [3, 29, 34]
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Model MMBench TextVQA

Greedy Sampling

LLaVA-1.5 [30] 64.61 46.05
-w. Two epoch 65.63 45.83

w. SIG 66.92 46.77
-w. Two epoch 66.58 47.15

Nucleus Sampling

LLaVA-1.5 [30] 56.96 35.41
-w. Two epoch 60.82 36.70

w. SIG 63.49 39.40
-w. Two epoch 62.97 41.27

Table 7. Performance comparison of models undergoes training
for one or two epochs across MMBench and TextVQA.

and fine-tuned using high-quality instruction data [28, 30],
thereby achieving exceptional performance in various mul-
timodal tasks. For example, LRV [28] employs supervised
fine-tuning on an expertly crafted visual preference dataset
to mitigate hallucinations in LVLMs. Typically, these mod-
els integrate a pre-trained visual encoder with a large lan-
guage model through an alignment module.

Training-free methods designed to mitigate hallucina-
tion of LVLMs. VCD [22] contrast model outputs gener-
ated from original inputs and distorted visual input to reduce
over-reliance on statistical bias and unimodal priors. Simil-
iarly, VDD [66] contrast model outputs from original inputs
and inputs without visual inputs to reduce the influence of
textual LLMs. OPERA [16] introduces a penalty term on
the model logits during the beam-search decoding to mit-
igate the over-trust toward a few summary tokens. Less-
is-more [65] proposes a selective end-of-sentence (EOS)
special token supervision loss coupled with a data filtering
strategy to improve the model’s capacity for timely termi-
nation of generation, thereby mitigating hallucinations.

Reinforcement Learning-based method aimed at align-
ing LVLM outputs with human intentions to mitigate hal-
lucination of LVLMs. Specifically, POVID [69] addresses
hallucinations in VLLMs using AI-generated feedback. It
first prompts GPT-4V to add hallucinations to correct an-
swers and use distorts images to invoke the VLLM’s inher-
ent hallucination tendencies. The model is then trained with
this generated data using direct preference optimization ap-
proaches [46] to mitigate hallucinations. HA-DPO [68]
propose a pipeline for constructing positive and negative
sample pairs and adopt the direct preference optimiza-
tion [46] using the constructed dataset to reduces hallu-
cination. RLHF-V [63] employs the Muffin [34] as the
LLM backbone and collects 1.4k fine-grained correctional
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Figure 6. Model performance on MMHal-Bench across various
scaling parameter λ.

human feedback. The model is trained using this dataset
through the proposed dense direct preference optimization
method to reduce hallucination. LLaVA-BPO [44] proposes
a pipeline to gather preference datasets and conduct prefer-
ence learning to mitigate this type of hallucination.

C.3. GPT-4 Version

For all evaluations conducted using the GPT-4(evaluation
for Object HalBench, MMHal-Bench, LLaVABench, and
MM-VET), we utilized the GPT-4 API in October 2024.
It ensures consistency with prior research [29, 54, 63, 64].
According to the documentation provided by OpenAI1,
GPT-4 API currently points to GPT-4-0613 API.

D. Parameter Study

D.1. Influence of the Replace Probability θ

In the soft-image guidance we proposed, we intermittently
replace the visual input with a learnable soft visual prompt
at a predetermined probability rate to give the model an in-
put without visual input during training. This introduces
segments of training data that remain unseen by the LVLMs
during training. Consequently, we make the model that un-
dergoes training for two epochs as a baseline to ensure com-
prehensive exposure to all samples in the training dataset.
Subsequently, we evaluate the model after one and two
epochs of training on the same benchmarks to determine
the impact of visual input replacement. The results pre-
sented in Table 7 indicate that neither the number of training
epochs nor the visual input replacement significantly im-
pacts model performance, as it remains consistent across
various settings and does not exhibit a clear trend of per-
formance variation related to different training settings. To
further establish the appropriate value of the replace proba-
bility θ, we present an experiment in Table 8 to identify the
optimal value for this parameter.

1https://platform.openai.com/docs/models/gpt-4-turbo-and-gpt-4
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Figure 7. Model performance on MMBench across various scaling
parameter λ.

θ 5% 10% 15% 20%

MMBench [33] 66.32 66.92 66.75 65.64
LLaVABench [33] 67.00 70.60 67.80 66.90

Table 8. Performance of SIG on MMBench and LLavaBench
across different replace probability θ

D.2. Impact of the Scaling Parameter λ

Another essential hyperparameter is the scaling parameter
λ, which is employed in soft-image guidance to regulate
the guidance of the visual inputs towards the response gen-
erateion. Therefore, To assess the effect of varying λ values
comprehensively, we examine our method’s performance
on MMBench, LLaVABench and Hall-Bench with differ-
ent λ values, which can be divided into two distinct scenar-
ios: multi-choice generation and open-end generation. The
experimental results, illustrated in Figure 7, Figure 5, and
Figure 6, suggest that an optimal value for the scaling pa-
rameter λ lies between 1.5 and 2.0. This range provides
suitable visual guidance without impairing the text genera-
tion capabilities of LVLMs.

E. Human Evaluation on LLaVABench
To better illustrate the efficacy of our method, a further hu-
man evaluation has been undertaken to compare the model
performance of LACING versus LLaVA-1.5 [30]. Specifi-
cally, we evaluate the model perofrmance on LLaVABench,
which consists of 60 instances. We invited three human par-
ticipants (all of them are Ph.D. students or Master students)
to compare the responses generated by the models. For
each comparison, three options were provided (Win, Tie,
and Lose), with the final results determined by the majority
vote of the participants. Figure 8 showcases the effective-
ness of our method.

During the human evaluation, the participants adhere the

0% 20% 40% 60% 80% 100%
Proportion

7B

13B

0.48 0.30 0.22

0.65 0.18 0.17

Ours Wins Tie LLaVA-1.5 Wins

Figure 8. Human evaluation on LLaVABench.

following principles to make the decision:

Principles of Human Evaluation for LLaVABench

You are asked to evaluate the responses generated
by different models. Your evaluation should adhere
to the following principles:
1.Correctness: Assess whether responses address
the key points outlined in the reference answer and
image. For reference answers with multiple key
points, evaluate how many of these the response
accurately addresses and score accordingly. Ad-
ditionally, ensure that the response provides the
necessary information for the user.
2.Faithfulness: Examine any additional infor-
mation in the answer to verify its accuracy and
relevance to the question and image. If this infor-
mation is incorrect or not relevant to the question
and image, points should be deducted.
4.Coherence: Evaluate the fluency and coherence
of the responses. Also, consider deducting points
for overly verbose responses or those that are
excessively generalized.

Finally, please make a decision among 3 opinions,
including Win, Tie, and Loss.

If the majority voting of three participants not yield a
decisive outcome, we will engage in further discussions
among the involved participants and subsequently conduct
another vote to determine the final result.

F. Case Studies

To deliver a thorough evaluation of the effectiveness of our
methods in mitigating visual hallucinations and enhancing
the visual comprehension of LVLMS, we present a case
study in this section. We compare the open-ended gener-
ation results of our methods against several baseline models
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Question: What type of fruit is this?

LLaVA: The image shows a group of unripe lychee 
fruits.

VDD: The fruit in the image is a lychee or 
rambutan, which is characterized by its purple 
color and unique appearance.

Ours: The image shows purple mangosteen with 
white interiors. The fruit has been cut open to 
show the inside of one of the mangosteen.

VCD: The image shows a group of unripe lychee 
fruits.

Figure 9. Comparison of LACING with other baselines on a sam-
ple from LLaVABench. Hallucinated responses and our correc-
tions are highlighted in red.

Question: Is there any strawberry-flavored yogurt in 
the fridge?

LLaVA: Yes, there is a container of strawberry-flavored 
yogurt in the refrigerator.

VDD: Yes, there is strawberry-flavored yogurt in the 
refrigerator among other food items.

Ours: No, there is no strawberry-flavored yogurt in the 
fridge. However, there are fresh strawberries stored in 
the refrigerator next to carrots.

VCD: Yes, there is a container of strawberry-flavored 
yogurt in the refrigerator.

Figure 10. Comparison of LACING with other baselines on a sam-
ple from LLaVABench. LACING demonstrates a reduction in ob-
ject hallucination and an enhancement in fine-grained visual com-
prehension, such as the identification of fresh strawberries in the
refrigerator.

utilizing samples from LLaVABench. The evaluations of
the case studies on the 13B model are illustrated in Figure 9,
Figure 10, Figure 11, and Figure 12.

G. Comparison of Attention Allocation with
Standard LVLMs

To provide a clear illustration of our proposed multimodal
dual-attention mechanism and distinguish the attention al-
location towards visual tokens and text tokens between our
model and the standard LVLM, we visualized the attention
distribution across different layers in LVLMs in Figure 13
and Figure 14, comparing the standard LVLM (LLaVA-
1.5) with MDA. We get the attention allocation of LVLMs
shown in this paper, such as Figure 13, and Figure 14, using
the data from LLaVABench. We select 30 samples from the
LLaVABench to query the LVLMs and examine the atten-
tion allocation during generation. We report the avg scores
in Figure 2 and Figure 4.
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Question: Which iconic movie 
scene is being parodied in 
the meme?

LLaVA: The meme is parodying the iconic scene from the movie "The Lion King" where Simba is 
lifted up by Rafiki, who holds him above the Pride Rock. In the meme, a man is holding a 
small dog, and the dog is positioned in a way that it appears to be lifted up by the man, 
mimicking the scene from "The Lion King." This humorous and creative adaptation of the 
original scene adds a playful twist to the image.

VDD: The meme parodies the iconic scene from the movie "The Lion King" where Simba holds a 
baby animal, likely a lion cub, in his hands. In this particular meme, a man, possibly Elon 
Musk, is portrayed as the character Simba, holding a small dog in his arms. This creative 
and humorous adaptation of the original scene adds a modern twist by incorporating a well-
known person, Elon Musk, into the parody.

Ours: The meme in the image is a parody of a scene from the Lion King, where Rafiki holds up 
a baby lion while Simba adoringly looks up at him. Elon Musk is portrayed as Rafiki, smiling
as he looks up at the puppy he's holding. The meme has skillfully combined elements from the 
Lion King and a photograph of Elon Musk to create an amusing and entertaining scene.

VCD: The meme is parodying the iconic scene from the movie "The Lion King" where Simba is 
lifted up by Rafiki, who holds him above the Pride Rock. In the meme, a man is holding a 
small dog, and the dog is positioned in a way that it appears to be lifted up by the man, 
mimicking the scene from "The Lion King." This humorous and creative adaptation of the 
original scene adds a playful twist to the image.

Figure 11. Comparison of LACING with other baselines on a sample from LLaVABench. LACING effectively recognizes the individual
in the meme and provides a thorough description, guiding to accurate responses to the question.
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Question: Please explain the 
meme in detail.

LLaVA: The image features a small dog lying on a wooden floor, possibly a deck, with a caption 
above it. The caption reads "Monday. Just Monday. . ." The dog appears to be relaxed and 
enjoying its time on the wooden surface. The scene captures a moment of leisure and contentment 
for the dog, as it spends its day indoors.

VDD: The image features a small brown dog lying on a hardwood floor on its side, taking up a 
significant portion of the floor. The caption above the dog reads "Monday. Just... Monday!". In 
the background, there are chairs placed at various positions, adding to the overall setting of 
the scene. The combination of the dog's playful position and the caption's clever wordplay 
creates a light-hearted and relatable meme.

Ours: The image is a Monday motivation meme featuring a small tan dog lying on a hardwood floor. 
The caption reads, "Monday. Just... Monday." The meme expresses the sentiment of feeling down 
or unenthusiastic about the start of the work week, as mondays are often associated with work, 
school, and other responsibilities. The dog in the image symbolizes a sense of relaxation and 
leisure, contrasting with the more stressful start of the week.

VCD: The image features a small brown dog lying on a wooden floor, appearing to be sleeping or 
resting. The dog is positioned in the center of the scene, occupying a significant portion of 
the image. The floor appears to be made of wood, giving the scene a cozy and warm atmosphere.
The image is accompanied by a caption that reads, "Monday. Just... Monday." This caption adds 
a humorous touch to the scene, as it suggests that the dog is expressing its feelings about 
the start of the week. The combination of the dog's relaxed posture and the caption creates a 
lighthearted and amusing meme.

Figure 12. Comparison of LACING with other baselines on a sample from LLaVABench. LACING is the only model capable of success-
fully articulating the idea that the meme is trying to convey, by contrasting image information and questions.
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Figure 13. Comparison of Attention Maps across the 1st to 16th Layer in LLaVA and LACING.
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Figure 14. Comparison of Attention Maps across the 17th to 32nd Layer in LLaVA and LACING.
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