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BOUNDED MINIMIZERS OF DOUBLE PHASE PROBLEMS

AT NEARLY LINEAR GROWTH

CRISTIANA DE FILIPPIS, FILOMENA DE FILIPPIS, AND MIRCO PICCININI

Abstract. Bounded minimizers of double phase problems at nearly linear growth have locally Hölder
continuous gradient within the sharp maximal nonuniformity range q < 1 + α.

To Jan Kristensen, with admiration for his pioneering work in the Calculus of Variations.
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1. Introduction

In this paper we disclose interpolative regularity phenomena for minima of nonuniformly elliptic vari-
ational integrals at nearly linear growth. More precisely, we obtain Schauder estimates for a class of
nondifferentiable problems featuring optimal degree of nonuniformity. The prototypical model we have
in mind is given by the "log" double phase energy

(1.1) W 1,1
loc (Ω) ∋ w 7→ L(w; Ω) :=

∫

Ω

|Dw| log(1 + |Dw|) + a(x)|Dw|q dx,

first treated within the realm of classical Schauder theory in [DM23b]. The peculiarity of L lays in
the structure of the governing integrand, that is the sum of a slightly superlinear component that
grows at infinity slower than any power larger than one, and a q-power term weighted via a bounded,
nonnegative coefficient a. The combined effect of the pointwise nonuniform ellipticity affecting the
nearly linear growing term, with the uncontrollable vanishing of the coefficient makes these problems
very delicate to handle under the regularity theory viewpoint. Specifically, we focus on achieving
gradient continuity of minima under the fastest possible blow up rate of the ellipticity ratio related to
these functionals. Counterexamples are built to exhibit severe irregularity phenomena that may arise
once our threshold is violated. The first contribution in this respect is the following theorem.

Theorem 1. Let u ∈ W 1,1
loc (Ω) ∩ L∞

loc(Ω) be a local minimizer of functional L in (1.1), with

(1.2) 0 ≤ a(·) ∈ C0,α(Ω), α ∈ (0, 1] and q < 1 + α.

Then Du is locally Hölder continuous in Ω, and whenever B̃ ⊂ B ⊂ 2B ⋐ Ω are balls with radius less

than one, Lipschitz estimate

(1.3) ‖Du‖L∞(B̃) ≤ c

(∫

B

|Du| log(1 + |Du|) + a(x)|Du|q dx
)b

+ c

holds with c ≡ c(data(2B), d(B̃, B)) and b ≡ b(n, q, α).
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Actually, Theorem 1 comes as a direct consequence of an abstract result, covering free or constrained
minima of more general integrals than (1.1), i.e.:

(1.4) W 1,1
loc (Ω) ∋ w 7→ H(w; Ω) :=

∫

Ω

L(Dw) + a(x)(s2 + |Dw|2) q
2 dx,

embracing for instance the iterated logarithmic case














L(z) := |z|L̄i+1(|z|) for i ≥ 0

L̄i+1(|z|) := log(1 + L̄i(|z|)) for i ≥ 0

L̄0(z) := |z|,

cf. [FM00,DM23b], meaning that the growth of integrand L may get arbitrarily close to linear, as that
of the nonparametric area functional. Notably, nonautonomous area-type integrals mark the limiting
case in which full gradient regularity still holds [GMS79].1 More precisely, our main result reads as
follows.

Theorem 2. Under assumptions (1.2), (2.17)-(2.19), let ψ : Ω → R be a function satisfying (2.21),

and u ∈ K
ψ
loc(Ω) ∩ L∞

loc(Ω) be a constrained local minimizer of functional H in (1.4). There exists

µmax ≡ µmax(n, q, α) > 1 such that if 1 ≤ µ < µmax, then Du is locally Hölder continuous in Ω. In

particular, whenever B̃ ⋐ B ⊂ 2B ⋐ Ω are balls with radius less than one, Lipschitz estimate

(1.5) ‖Du‖L∞(B̃) ≤ c

(
∫

B

L(Du) + a(x)(s2 + |Du|2) q
2 dx

)b

+ c,

holds with c ≡ c(data(2B), d(B̃, B)) and b ≡ b(n, µ, q, α).

We immediately refer to Sections 2.1 and 2.5 for a complete description of the various quantities
mentioned in the previous statement. In particular, the notion of constrained local minimizer adopted

in this paper is classical and prescribes that a function u ∈ K
ψ
loc(Ω)∩L∞

loc(Ω) is a local minimizer of H if

for every ball B ⋐ Ω it is H(u;B) <∞ and H(u;B) ≤ H(w;B) whenever w ∈ (u+W 1,1
0 (B))∩ Kψ(B),

thus implying that H(u; Ω̃) < ∞ for all open subsets Ω̃ ⋐ Ω. Within the nonsingular regime s > 0
in (1.4), we are able to quantify the amount of gradient Hölder continuity gained by minima, and
improve [DM23b, Corollary 1.2] in the plain logarithmic case.

Corollary 1.1. In the same setting as Theorem 2, assume further that ∂2L is continuous and that s > 0
in (1.4). Then,

• if µ > 1, then Du ∈ C
0,α/2
loc (Ω,Rn);

• if µ = 1 and α ∈ (0, 1), then Du ∈ C0,α
loc (Ω,R

n);

• if µ = α = 1, then Du ∈ C0,β
loc (Ω,R

n) for all β ∈ (0, 1).

Theorem 2 and Corollary 1.1 offer a complete regularity theory for quite a general family of obstacle
problems that are genuinely nonuniformly elliptic and nondifferentiable, in the sense that the second
variation may not even exist. This is a critical situation as all the available arguments, relying either on
Choe’s perturbation methods [Cho91], or on Duzaar & Fuchs’s linearisation technique [DF86,Duz87],
here dramatically fail. Up to now, the latter was the standard approach to the regularity of nonuni-
formly elliptic obstacle problems, see [FM00,DM21,Koc22, SS17] and references therein, while in case
of functionals defined upon pointwise uniformly elliptic structures, a perturbative argument is still
feasible [Sch12,KL22,BSY23]. We refer to Section 1.1 below for a discussion on the most prominent
technical novelties introduced here. Let us finally highlight that our results are sharp both in terms of
the regularity theory for integrals (1.1)-(1.4) and of related function space properties.

Theorem 3. Let Q := (−1, 1)n be a cube, 0 < α <∞, 1 < q <∞ be numbers such that

(1.6) q > 1 + α,

H be the functional in (1.4), where s ∈ [0, 1] and integrand L verifies (2.17)-(2.19) with µ ≥ 1, and

G be the related modular in (2.22). There exist a coefficient 0 ≤ a(·) ∈ Cα(Q̄), and functions ū0 ∈
W 1,1

0 (Q) ∩ L∞(Q̄) with G(ū0;Q) <∞, ũ0 ∈ C∞(Q̄) such that the following holds.

1Observe that via the maximum principle [LS05] the examples in [GMS79] always involve bounded minimizers.
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• Lavrentiev phenomenon occurs:

(1.7) inf
w∈ũ0+C∞

c (Q)
H(w;Q) > inf

w∈ũ0+W
1,1
0 (Q)

H(w;Q).

• There is no sequence {ui}i∈N ⊂ C∞
c (Q) such that G(ui− ū0;Q) → 0, i.e. smooth maps are not

dense in W 1,1
0 (Q) ∩

{

w : G(w;Q) <∞
}

with respect to modular convergence.

Theorem 3 shows the occurrence of Lavrentiev phenomenon and the failure of density of smooth maps
in (1.1)-(1.4), thus also establishing the optimality of [BGS22, Theorem 2.3] and of our Lemma 3.2
and Corollary 3.1 below for this class of problems. Most prominently, we exhibit severe anomalies in
gradient integrability for minima of more general double phase functionals than (1.1)-(1.4), including
those whose elliptic term has linear growth. This is the content of the next theorem.

Theorem 4. Let 0 < α < ∞, 1 < q < ∞ be numbers verifying (1.6), let H be the functional in (1.4),
where s ∈ [0, 1] and integrand L satisfies (2.17)-(2.18) with µ ≥ 1 and g either as in (2.19), or g = 1.
For every ε ∈ (0, q− 1−α) there exist a coefficient 0 ≤ a(·) ∈ Cα(Q̄) and a function ũ0 ∈ C∞(Q̄) such

that Dirichlet problem

(1.8) ũ0 +W 1,1
0 (Q) ∋ w 7→ min

w∈ũ0+W
1,1
0 (Q)

H(w;Q)

admits solution that does not belong to W 1,p
loc (Q) for all p > 1 + ε.

Examples covered by Theorem 4 include integrals (1.1)-(1.4), as well as anisotropic integrals of the area
type such as,

(1.9) W 1,1
loc (Ω) ∋ w 7→ A(w; Ω) :=

∫

Ω

p
√

1 + |Dw|p + a(x)|Dw|q dx, q, p > 1,

cf. [BS13,BS15a] and Section 1.1. The principle behind Theorems 3-4 is that the vanishing of coefficient
a hides the singularities of certain low-integrable competitors whose energy becomes therefore finite,
so that they are admissible in (1.7) and (1.8). Such quite irregular maps lessen too much the energy,
so that, imposing very high traces on ∂Q for the smooth boundary data in (1.7)-(1.8), leads to the
formation of singularities. The strength of these examples lays in three key aspects.

• They hold for scalar minima. This is a genuinely nonuniformly elliptic phenomenon, in contrast
with the uniformly elliptic setting, where to produce singularities in the plain energy setting
one needs to look at vectorial problems.

• The integrands considered are regular. Specifically, they can be nondegenerate or nonsingular,
radial, and the coefficient a can be chosen with a arbitrarily high smoothness degree α > 0.

• Lipschitz domains and smooth boundary data. Singularities are not generated by irregular
boundaries or ill-behaved boundary data, they actually originate from the pathological inter-
action between coefficient and gradient variable.

Theorems 3-4 come by revisiting the fractal constructions of Balci & Diening & Surnachev in [BDS20,
BDS23], see also Zhikov [JKO94], Fonseca & Malý & Mingione [FMM04], and Esposito & Leonetti
& Mingione [ELM04] for earlier results, and Remark 7.1 below for additional comments. The a pri-
ori boundedness ansatz in nonuniformly elliptic problems plays a key role in enlarging or maximising
the rate of nonuniformity under which gradient continuity holds. This phenomenon already appears
in the regularity theory of nonparametric minimal surfaces with the seminal work of Bombieri & De
Giorgi & Miranda [BDM69], or more general nonuniformly elliptic equations, cf. Trudinger [Tru67],
Ladyzhenskaya & Ural’tseva [LU70], Simon [Sim76] and Giaquinta & Modica & Souček [GMS79].
These fundamental contributions initiated a systematic investigation into various classes of nonuni-
formly elliptic PDEs, see Ivanov’s monograph [Iva84] and references therein for an account of the
first advances on the subject. Most of the methods and techniques developed in this period strictly
relies on barrier arguments, or on the availability of strong solutions as well as on the possibility
of total-differentiating the problem, thus unavoidably escaping the classical Schauder setting. Later
on, Marcellini’s fundamental variational approach [Mar86,Mar89a,Mar91] set, within the natural en-
ergy framework, quite a large family of PDEs with polynomial degree of nonuniformity and obtained
maximal gradient regularity for autonomous or differentiable problems. In a nutshell, the basic idea
consists in relating the growth/ellipticity features of the equation to the rate of blow up of its ellip-
ticity ratio that, if suitably slowed down by choosing growth/ellipticity exponents sufficiently close
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to each other, assures regularity. This turns out to be necessary and sufficient condition for regular
solutions [Mar89a, Mar91]. A very rich literature consequently flourished, cf. [Mar89b, Bar15, BM20,
BS20,HS21, Sch21,BS24,DKK24,FSV24,GK24, Sch24] and [BDMS22,Koc22,DP23, IK23] for interior
and boundary regularity respectively in the autonomous case, [Cho92,ELM99,CKP11] for related in-
terpolative results, and [DM20a,DM20b,DM21,Bar23] for nonautonomous, differentiable problems, see
also [Mar21] for a reasonable survey. Of particular relevance for our ends is the so-called anisotropic
(µ, q)-ellipticity condition [Bil03], typical of functionals at linear or nearly linear growth as those in (1.9)
or in (1.1)-(1.4). Being the latter limiting configurations between linear and power growth, these models
are rather common in materials science: the theories of Prandtl-Eyring fluids and of plastic materials
with logarithmic hardening are prominent instances of applications, cf. Frehse & Seregin [FS99] - see
also Bildhauer & Fuchs [Bil03,BF01], Beck & Schmidt [BS13,BS15a,BS15b], Fuchs & Mingione [FM00],
and Gmeineder & Kristensen [GK19, Gme20, Gme21, GK24] for related deep regularity results, both
in the scalar and in the vectorial setting. Regarding nonautonomous, nonuniformly elliptic integrals,
Giaquinta & Modica & Souček [GMS79] and Zhikov [JKO94,Zhi95,Zhi97] highlighted the distinctive,
unique aspect that is the pathological interaction between space-depending coefficients and gradient
variable, possibly leading to the formation of singularities already in the scalar setting. A very efficient
testbed of this novel phenomenology is Zhikov’s double phase functional,

(1.10)
W 1,1

loc (Ω) ∋ w 7→
∫

Ω

|Dw|p + a(x)|Dw|q dx,

0 ≤ a(·) ∈ C0,α(Ω), α ∈ (0, 1], 1 < p ≤ q <∞,

a very special example of the class of problems studied by Marcellini, that offers striking counterexam-
ples once certain precise quantitative relations linking growth exponents (p, q), the smoothness degree
α of the modulating coefficient a and possibly the ambient dimension n, are violated. In fact, Esposito
& Leonetti & Mingione [ELM04] exhibited a minimizer of integral (1.10) with one point singularity that
forbids W 1,q-integrability whenever q > p(n+ α)/n, while Fonseca & Malý & Mingione [FMM04] and
Balci & Diening & Surnachev [BDS20,BDS23] constructed bounded minimizers of (1.10) with fractal
singular set of maximal Hausdorff dimension whenever q > p+α. A comprehensive regularity theory for
minima of (1.10) was eventually obtained by Baroni & Colombo & Mingione [CM15a,CM15b,BCM18]:

if u ∈ W 1,p
loc (Ω) is a local minimizer of (1.10), then

(1.11)











u ∈W 1,p
loc (Ω) and

q

p
≤ 1 +

α

n
=⇒ Du locally Hölder continuous,

u ∈ W 1,p
loc (Ω) ∩ L∞

loc(Ω) and q ≤ p+ α =⇒ Du locally Hölder continuous.

In [CM15a, CM15b, BCM18] a purely perturbative approach is adopted, and this is feasible because
the integrand in (1.10) is pointwise uniformly elliptic, the vanishing of coefficient a being the only
responsible of the mild nonuniformity of (1.10). Such a behavior can be quantified by means of the
pointwise ellipticity ratio associated to the double phase integrand P(x, z) := |z|p + a(x)|z|q,

R∂P(x, z) :=
highest eigenvalue of ∂2P(x, z)

lowest eigenvalue of ∂2P(x, z)
.p,q 1

that stays uniformly bounded, while the nonlocal one2

R∂P(z;B) :=
supx∈B highest eigenvalue of ∂2P(x, z)

infx∈B lowest eigenvalue of ∂2P(x, z)
.p,q 1 + ‖a‖L∞(B)|z|q−p,

instead detects the (very soft) rate of nonuniformity of (1.10), that can nonetheless be compensated
via zero-order corrections (Gehring-type higher integrability or Hölder continuity à la De Giorgi-Nash-
Moser, for instance), see [DM21, Section 4.6]. The whole strategy was eventually extended to a very
general family of pointwise uniformly elliptic problems by Hästo & Ok [HO22a, HO22b, HO23], see
also [BCM16,BO20,BB21,BOS22,KL22,Bar23,Bar24] for an (incomplete) list of related contributions.
This approach breaks down for the integrals treated here already in the basic model (1.1): letting
H(x, z) := |z| log(1 + |z|) + a(x)|z|q we indeed find

RH(x, z) .q 1 + log(1 + |z|) and RH(z;B) .q 1 + ‖a‖L∞(B)|z|q−1,

2Here, B ⋐ Ω is a ball.



BOUNDED MINIMIZERS OF DOUBLE PHASE PROBLEMS 5

so (1.1) and a fortiori (1.4), fall in the realm of strongly nonuniformly elliptic functionals, characterised
by the blow up of the pointwise ellipticity ratio:3 nonuniformity now is directly due to outgrows or
anisotropy in the gradient variable. A complete Schauder theory was only recently achieved by the first
named author and Mingione, see [DM23a,DM24] for quantitatively superlinear problems, and [DM23b]
for nearly linear growth ones, the multi-phase model being instead treated by the second and third
named authors in [DP24]. Integrals (1.1)-(1.4) can be seen as limiting configurations of (1.10) as
p → 1. Coherently, in [DM23b] it is proven that local minimizers of (1.1) or (1.4) have locally Hölder
continuous gradient provided that q < 1 + α/n, that is (1.11)1 with (formally) p = 1, while here we
cover the full interpolative range in (1.2), precisely corresponding to p = 1 in (1.11)2. We conclude by
outlining our techniques.

1.1. Technical novelties. In this paper there are three salient technical novelties that are worth high-
lighting. All of them are specifically designed to deliver optimal Schauder theory for free or constrained
minimizers of anisotropic variational integrals at nearly linear growth within the maximal rate of nonuni-
formity.

• The achievement of gradient Hölder continuity for minimizers of functionals L or H within the
maximal nonuniformity rate q < 1+α. So far, the only way to cover the full range in (1.11)2 in
quantitatively superlinear, pointwise uniformly elliptic problems [CM15b,BCM18,BB21,HO23]
makes crucial use of the pointwise uniform ellipticity of the governing integrand. In fact, this
still allows proving almost Lipschitz continuity for minima via intrinsic perturbation arguments
such as blow up or harmonic approximation, thus reducing to a minimal level all possible
growth/ellipticity interactions that may worsen the bound in (1.11)2. Once shown Hölder con-
tinuity up to any exponent (less than one), the nonuniformity of the functional becomes im-
material, and gradient Hölderianity follows via Campanato’s theory. Due to the strong rate of
nonuniformity of functionals L or H, any approach via perturbation immediately breaks down,
and the only effective way to obtain almost Lipschitz continuity is to "fractionally" differentiate
the related Euler-Lagrange equations as to traduce the Hölder continuity of coefficients into a
gain of fractional differentiability for solutions as done in [DM24]. However, another obstruc-
tion arises because of the severe loss of ellipticity in integrals at nearly linear growth. Indeed,
as already evident in quantitatively superlinear problems with subquadratic growth, a loss of
half of the fractional differentiability gain occurs and unavoidably reduces the attainable range
of nonuniformity, see [CM15b, Section 3.6, Step 5], [DM20a, (1.19), Theorem 3], [DM24, (7.9),
Section 7.1], and Remark 4.1 below. To overcome this issue we employ a hybrid, borderline
counterpart of the fractional Moser iteration in [DM24] that preserves the full fractional dif-
ferentiability income, and consequently maximises the nonuniformity range. The price to pay
is the appearance in the bounding constants of an arbitrarily small power of the L∞-norm of
the gradient to compensate the loss of ellipticity and interpolate between an arbitrarily high
power of the modulus of the gradient and its L1-norm. The L∞-norm is eventually reabsorbed
in the final De Giorgi type iteration, see the proof of Propositions 4.1 and 5.2 below. Let
us point out that this is the very first set of optimal Schauder estimates in nondifferentiable,
anisotropic (µ, q)-elliptic problems with the sharp a-dimensional constraint (1.2) in force. We
shall return on this point in the next bullet. Arguments relying on fractional differentiabil-
ity and various general Besov spaces techniques are employed in uniformly elliptic problems
with a certain lack of ellipticity, see Domokos [Dom04] on gradient higher differentiability of
p-harmonic maps in the Heisenberg group, and Brasco & Lindgren & Schikorra [BLS18] and
Garain & Lindgren [GL24] for higher regularity in (s, p)-harmonic maps.

• µ-ellipticity, nondifferentiable ingredients and convex anisotropy. To prove gradient continuity
in µ-elliptic problems without penalising the rate of nonuniformity (in particular without impos-
ing dimensional limitations), heavy smoothness assumptions were imposed on space depending
coefficients, cf. [LU70, Part I], [GMS79, page 161], [Bil03, Chapter 4.2.2.2] and [BS13, Ap-
pendix C], due to the unavoidable use of classical Moser iteration technique in combination
with Gagliardo-Nirenberg inequalities. Although at least in the case of (µ, q)-elliptic inte-
grals at nearly linear growth these assumptions have been relaxed to Sobolev differentiabil-
ity [DM20a, Theorems 1 and 4], and eventually to Hölder continuity [DM23b, Theorems 1.1

3By very definition it is R∂H(x, z) ≤ R∂H(z;B) for all x ∈ B, so the blow up of the pointwise ellipticity ratio implies
the blow up of the nonlocal one on the same ball.
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and 1.3] and [DP24, Theorem 1.1 and Corollary 1.2], a dimensional nonuniformity rate of the
form q < 1 + o(n), with o(n) → 0 as n → ∞, plays a crucial role. Here we bypass this ob-
struction and obtain Schauder estimates for a reasonable class of nonautonomous, anisotropic
(µ, q)-elliptic integrals. The sharpness of our achievements is established via fractal coun-
terexamples in the spirit of [BDS20,BDS23], that connect in an optimal fashion our regularity
results to the limiting nonuniformity threshold past which severe irregularity phenomena occur,
cf. Theorems 3-4. In particular, Theorem 4 is stated for more general functionals than (1.1)-
(1.4), for which we achieve maximal regularity. It indeed holds also for integrals whose elliptic
term has linear growth, such as the area-type model in (1.9). Although Theorem 4 does not
exclude the validity of L-LogL estimates as in [BS13, Theorem 1.10], it highlights that there is
no hope of pointwise gradient bounds whenever q > 1 + α. Now, Theorems 1-2 provide a final
answer in the nearly linear growth case, but leave completely open the corresponding problem
for nonautonomous, (µ, q)-elliptic integrals with degeneracies of the area type, cf. (1.9). Higher
gradient regularity is therefore expected for q < 1 + α, yet the phenomenology of (µ, q)-elliptic
integrals, see [Bil03, Chapter 5] and Theorem 2, highlights that the q-anisotropy should be
rebalanced by a constraint of the type

(1.12) 1 < q < 2− µ+ α ≤ 1 + α.

However, if µ ≥ 1 stays quantitatively away from 1, as it is the case of (1.9) where µ = p+1 and
p > 1 [BS15a, Section 1], relation (1.12) highlights that α should be close to 1, and even larger
than one or equal to two when approaching the area case, in line with the counterexamples
of Giaquinta & Modica & Souček [GMS79]. This suggests that functionals (1.1)-(1.4) may be
the limiting configurations in which gradient continuity of minima is achievable in presence of
Hölder coefficients, convex anisotropy and µ-ellipticity.

• Nonuniform ellipticity, nondifferentiability, and the obstacle constraint. As already mentioned,
we show how bypass the up-to-now unavoidable linearisation procedure due to Duzaar & Fuchs
[DF86,Duz87] to achieve first order regularity in obstacle problems driven by nondifferentiable,
nonuniformly elliptic operators. Duzaar & Fuchs’s technique turns constrained minimizers of
homogeneous functionals into unconstrained minima of forced integrals with right-hand side
term depending in a nonlinear fashion on the second derivatives of the obstacle function and
on the gradient of coefficients. This is no longer possible in our case because of the lack
of differentiability of coefficient a. Moreover, the strong rate of nonuniform ellipticity of the
integrands in (1.1) or (1.4) forbids to directly perturb around frozen problems, cf. Choe [Cho91].
In this respect, we rather design a blended scheme relying on both differentiation (at fractional
scales) and hybrid comparison aimed at homogenizing the Hölder continuity of coefficients with
the rate of fractional differentiability of minima and taylored to account also for the presence
of the obstacle.

Finally, a synopsis of the structure of the paper.

Outline of the paper. In Section 2 we describe our notation and collect some auxiliary results that
will be helpful at various stages of the paper. In Section 3 we discuss basic approximation features of
integrals (1.1)-(1.4). In Section 4 we design our hybrid version of fractional Moser iteration. Section 5
is instead devoted to the achievement of Schauder estimates for (possibly constrained) minima of (1.1)
or (1.4). Section 6 contains the proof of Theorems 1-2 and of Corollary 1.1. Finally, Section 7 offers
counterexamples to establish the sharpness of our results.

2. Preliminaries

2.1. Notation. In the following, Ω ⊂ Rn, n ≥ 2, denotes an open, bounded domain with Lipschitz
regular boundary. We denote by c a general constant larger than 1. Different occurrences from line
to line will be still denoted by c. Special occurrences will be denoted by c∗, c̃ or likewise. Relevant
dependencies on parameters will be as usual emphasized by putting them in parentheses. Sometimes we
shall use symbols "&", "." with subscripts, to indicate that a certain inequality holds up to constants
whose dependencies are marked in the subfix. We denote by Br(x0) := {x ∈ Rn : |x − x0| < r} the
open ball with center x0 and radius r > 0; we omit denoting the center when it is not necessary, i.e.,
B ≡ Br ≡ Br(x0); this especially happens when various balls in the same context share the same center.
Finally, with B being a given ball with radius r and γ being a positive number, we denote by γB the
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concentric ball with radius γr and, consequently, it is B/γ ≡ (1/γ)B. To indicate a general function
space (i.e. a Hölder space, or a Sobolev space) we use symbol X(Ω), while Xloc(Ω) will denote its local
variant. We shall adopt such a symbol to stress that the degree of smoothness of certain functions
depends only on the assumed regularity on a fixed one. With reference to (1.4), for the rest of the
paper we keep the following notation:4

ℓs(z) := (s2 + |z|2) 1
2 and H(x, z) := L(z) + a(x)ℓs(z)

q,

for z ∈ Rn, 1 < q <∞ and s ∈ [0, 1]. Whenever Ω̃ ⊂ Rn is a measurable subset with bounded positive

measure 0 < |Ω̃| <∞, and with f : Ω̃ → Rk, k ≥ 1, being a measurable map, we use

(f)Ω̃ =

∫

−̃
Ω

f(x) dx := |Ω̃|−1

∫

Ω̃

f(x) dx

to indicate its integral average. If f ∈ Lγ(Ω̃,Rk) for some 1 ≤ γ <∞, we shorten its averaged norm as

‖f‖Lγ(Ω̃) :=

(∫

−̃
Ω

|f |γ dx
)

1
γ

,

while if f ∈ W s,γ(Ω̃) with 1 ≤ γ < ∞ and s ∈ (0, 1), its averaged Sobolev–Slobodeckǐi seminorm will
be indicated by

[f ]s,γ;Ω̃ :=

(∫

−̃
Ω

∫

Ω̃

|f(x)− f(y)|γ
|x− y|n+sγ dxdy

)
1
γ

.

Finally, given any open set Ω̃ ⋐ Ω, to simplify the notation we collect the main parameters related to
the problems under investigation in the shorthands



































data0 := (n,Λ, g, µ, q) , data∗ := (n,Λ∗, g, µ, q) ,

d(Ω̃,Ω) := ( dist(Ω̃, ∂Ω), diam(Ω̃), diam(Ω)),

data∗(Ω̃) :=
(

n,Λ∗, g, µ, q, α, ‖ψ‖W 2,∞(Ω̃), ‖|Dψ|q−2D2ψ‖L∞(Ω̃), ‖a‖C0,α(Ω̃)

)

,

data(Ω̃) :=
(

n,Λ, g, µ, q, α, ‖ψ‖W 2,∞(Ω̃), ‖u‖L∞(Ω̃), ‖|Dψ|q−2D2ψ‖L∞(Ω̃), ‖a‖C0,α(Ω̃)

)

,

we refer to Section 2.5 for a description of the various quantities appearing above.

2.2. Fractional Sobolev spaces. Here we recall some basic facts about Sobolev functions. For a map
w : Ω → Rk, k ≥ 1, a number γ > 0 and a vector h ∈ Rn, we set Ωγh :=

{

x ∈ Ω: dist(x, ∂Ω) > γ|h|
}

,

and introduce operators τh : L
1(Ω,Rk) → L1(Ωh,Rk), τ2h : L

1(Ω,Rk) → L1(Ω2h,Rk), pointwise defined
as

τhw(x) := w(x + h)− w(x) and τ2hw(x) := τh(τhw)(x) ≡ w(x + 2h)− 2w(x+ h) + w(x).

Given two measurable functions v, w : Rn → Rk, the discrete Leibniz rule prescribes that:

(2.1) (τh(vw)) = w(·+ h)τhv + vτhw.

Finite difference operators and weak differentiability of functions are closely connected. We now record
a few basic facts concerning fractional Sobolev spaces, [BLS18,DPV12,Leo09].

Definition 1. Let p ∈ [1,∞), k ∈ N, n ≥ 2, and Ω ⊂ Rn be an open subset.

• Let α0 ∈ (0, 1). The fractional Sobolev space Wα0,p(Ω,Rk) consists of those maps w : Ω → Rk

such that the following Gagliardo type norm is finite:

‖w‖Wα0,p(Ω) := ‖w‖Lp(Ω) +

(∫

Ω

∫

Ω

|w(x) − w(y)|p
|x− y|n+α0p

dxdy

)1/p

=: ‖w‖Lp(Ω) + [w]α0,p;Ω.(2.2)

The local variant Wα0,p
loc (Ω) is defined by requiring that w ∈ Wα0,p

loc (Ω) iff w ∈ Wα0,p(Ω̃) for

every open subset Ω̃ ⋐ Ω.

4With some abuse we will keep the same symbol ℓs(z) also when z is a scalar.
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• Let α0 ∈ (0, 1). The Nikol’skii space Nα0,p(Ω,Rk) is defined by prescribing that w ∈ Nα0,p(Ω,Rk)
iff

‖w‖Nα0,p(Ω) := ‖w‖Lp(Ω) +

(

sup
|h|6=0

∫

Ωh

∣

∣

∣

∣

τhw

|h|α0

∣

∣

∣

∣

p

dx

)1/p

<∞.

The local variant Nα0,p
loc (Ω,Rk) is defined analogously to Wα0,p

loc (Ω,Rk).
• With α0 ∈ (0, 2), we say that a function w : Ω → Rk belongs to the Besov-Nikol’skii space

Bα0,p∞ (Ω,Rk) iff

‖w‖Bα0,p
∞ (Ω) := ‖w‖Lp(Ω) +



 sup
|h|6=0

∫

Ω2h

∣

∣

∣

∣

∣

τ2hw

|h|α0

∣

∣

∣

∣

∣

p

dx





1/p

<∞.

The local variant Bα0,p
∞;loc(Ω,R

k) can be defined as done for Nα0,p
loc (Ω,Rk) and Wα0,p

loc (Ω,Rk).

Moreover we have that

Wα,p(Ω,Rk) $ Nα,p(Ω,Rk) $W β,p(Ω,Rk) for every β < α,(2.3)

holds for sufficiently regular domains Ω. A local, quantified version of (2.3) is in the next lemma, that
can be found in [DM24, Section 3].

Lemma 2.1. Let B̺ ⋐ Br ⊂ Rn be concentric balls with r ≤ 1, w ∈ Lp(Br,Rk), p > 1 and assume that,

for α0 ∈ (0, 1], S ≥ 0, there holds

(2.4) ‖τhw‖Lp(B̺) ≤ S|h|α0 for every h ∈ Rn with 0 < |h| ≤ r−̺
K , where K ≥ 1 .

Then it holds that

(2.5) ‖w‖Wβ,p(B̺) ≤
c

(α0 − β)1/p

(

r − ̺

K

)α0−β
S + c

(

K

r − ̺

)n/p+β

‖w‖Lp(B̺) ,

for all β ∈ (0, α0), where c ≡ c(n, k, p).

We further recall the embeddings of fractional Sobolev spaces and Besov-Nikol’skii spaces; in case
w ∈ Wα0,p(B̺(x0),Rk) this reads as

(2.6) ‖w‖
L

np
n−pα0 (B̺(x0))

≤ c‖w‖Lp(B̺(x0)) + c̺α0 [w]α0,p;B̺(x0),

provided p ≥ 1, α0 ∈ (0, 1), and pα0 < n, with c ≡ c(n, k, p, α0), see [DPV12, Section 6]; while if

w ∈ Lp(B̺+6h0(x0),R
k) and sup

0<|h|<h0

∥

∥

∥

∥

∥

τ2hw

|h|α0

∥

∥

∥

∥

∥

Lp(B̺+5h0
(x0))

<∞,

where h0 ∈ (0, 1], α0 ∈ (1, 2) and p ≥ 1, it is

‖Dw‖Lp(B̺(x0)) ≤
c

(α0 − 1)(2− α0)






sup

0<|h|<h0

∥

∥

∥

∥

∥

τ2hw

|h|α0

∥

∥

∥

∥

∥

Lp(B̺+5h0
(x0))

+ h−α0
0 ‖w‖Lp(B̺+6h0

(x0))






,(2.7)

with c ≡ c(n, k, p), cf. [DM24, Lemma 3.2]. Next, a localized Gagliardo-Nirenberg type inequality
interpolating between Nikol’skii spaces and Sobolev spaces, cf. [DM24, Lemma 2.4].

Lemma 2.2. Let B̺(x0) ⊂ Rn be a ball, θ ∈ (0, 1), m ∈ [1,∞) be numbers, and w ∈ W 1,m(B̺(x0)) ∩
L∞(B̺(x0)) be a function. Then w ∈ Ns,ms (Bθ̺(x0)) for all s ∈ (0, 1) with

θns/m sup
|h|<̺(1−θ)2−4

(

∫

−
Bθ̺(x0)

∣

∣

∣

∣

τhw

|h|s
∣

∣

∣

∣

m
s

dx

)
s
m

≤
c‖w‖1−sL∞(B̺(x0))

(1 − θ)s̺s

(

∫

−
B̺(x0)

|w|m dx

)
s
m

+c‖w‖1−sL∞(B̺(x0))

(

∫

−
B̺(x0)

|Dw|m dx

)
s
m

,(2.8)

for c ≡ c(n, s,m).
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We close this section by recalling the elementary relation linking finite differences and weakly dif-
ferentiable functions: if B′ ⋐ B ⊂ Rn are bounded open sets and w ∈ W 1,p(B,Rk), p ≥ 1 and
|h| < dist(B′, ∂B), then

(2.9) ‖τhw‖Lp(B′) ≤ |h|‖Dw‖Lp(B).

2.3. Nonlinear potentials. A crucial role in this paper will be played by a general class of nonlinear
potentials. First introduced by Havin & Maz’ya [HM72], nonlinear potentials recently found important
applications in the regularity theory for nonuniformly elliptic problems [BM20,DM21,DM23a,DM23b,
DP23, BS24, DM24] - in particular we will refer to [DM23a, Section 4] for the potential theoretic
technical toolbox needed here. For a ball Br(x0) ⊂ Rn, (fixed) parameters σ > 0, ϑ ≥ 0, and a function
f ∈ L1(Br(x0)), we introduce the nonlinear Havin-Maz’ya-Wolff type potential Pϑσ(f ; ·), i.e.:

(2.10) P
ϑ
σ(f ;x0, r) :=

∫ r

0

̺σ

(

∫

−
B̺(x0)

|f | dx
)ϑ

d̺

̺
.

The mapping properties among function spaces of Pϑσ(f ; ·) needed here are contained in the next lemma,
cf. [DM23a, Lemma 4.1].

Lemma 2.3. Let Bτ ⋐ Bτ+r ⊂ Rn be two concentric balls with τ, r ≤ 1, f ∈ L1(Bτ+r) and let σ, ϑ > 0
be such that nϑ > σ. Then

(2.11) ‖Pϑσ(f ; ·, r)‖L∞(Bτ ) .n,ϑ,σ,m ‖f‖ϑLm(Bτ+r)

holds whenever m > nϑ/σ > 1.

The next is a nonlinear potential theoretic version of De Giorgi’s iteration finding its roots in [KM94]
and [Min11] - we shall record it in the form of a quantified reverse Hölder inequality, first appeared
in [DM23a], see also [DM23b,DM24].

Lemma 2.4. Let Br0(x0) ⊂ Rn be a ball, n ≥ 2, f ∈ L1(B2r0(x0)), and constants χ > 1, σ, ϑ, c̃,M0 > 0
and κ0,M1 ≥ 0. Assume that v ∈ L2(Br0(x0)) is such that for all κ ≥ κ0, and for every concentric ball

B̺(x0) ⊆ Br0(x0), the inequality

(

∫

−
B̺/2(x0)

(v − κ)2χ+ dx

)
1
2χ

≤ c̃M0

(

∫

−
B̺(x0)

(v − κ)2+ dx

)
1
2

+ c̃M1̺
σ

(

∫

−
B̺(x0)

|f | dx
)ϑ

(2.12)

holds. If x0 is a Lebesgue point of v in the sense that

v(x0) = lim
r→0

(v)Br(x0) ,

then

(2.13) v(x0) ≤ κ0 + cM
χ

χ−1

0

(

∫

−
Br0 (x0)

(v − κ0)
2
+ dx

)1/2

+ cM
1

χ−1

0 M1P
ϑ
σ(f ;x0, 2r0)

holds with c ≡ c(n, χ, σ, ϑ, c̃).

2.4. Tools for p-Laplacian type problems. When dealing with singular or degenerate problems of the
p-Laplacian type, it is customary to employ a family of vector fields encoding the scaling features
of the operator. More precisely, for s ∈ [0, 1], 0 < p < ∞, we let Vs,p : Rn → Rn be defined as

Vs,p(z) := (s2 + |z|2)(p−2)/4z. It is well-known that Vs,p satisfies

(2.14)

{

|Vs,p(z1)− Vs,p(z2)| ≈n,p (s2 + |z1|2 + |z2|2)
p−2
4 |z1 − z2| for all z1, z2 ∈ Rn,

|z1 − z2| .n,p |Vs,p(z1)− Vs,p(z2)|
2
p + 1{p<2}|Vs,p(z1)− Vs,p(z2)|(|z1|2 + s2)(2−p)/4

see [DM23b, Section 2.2], [DM24, Section 2.2] and references therein. A helpful monotonicity inequality
from [BLS18, Lemma A.3] we shall need is

(2.15) ||t1|p−1t1 − |t2|p−1t2| &p |t1 − t2|p, t1, t2 ∈ R, p ≥ 1.

We further recall from [DM24, Section 2.2] the nonautonomous counterpart of the integration by parts
trick appearing in [Giu03, Section 8.2].
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Lemma 2.5. Let ̺, h0 > 0 be numbers, h ∈ Rn be a vector such that |h| ∈ (0, h0/4), B̺(x0) ⊂ Rn be

a ball, V ∈ L∞(B̺+h0(x0),R
n) and W ∈ W 1,∞

0 (B̺+h0(x0),R
n) be functions, and H ∈ C(B̺+h0(x0) ×

Rn,Rn) be a continuous vector field which is bounded on B̺+h0(x0)×Ω̃ for every bounded subset Ω̃ ⊂ Rn.
Then

(2.16)

∫

B̺(x0)

〈τhH(·, V (·)),W 〉dx = −|h|
∫

B̺(x0)

∫ 1

0

〈H(x+ βh, V (x+ βh)), ∂h/|h|W 〉dβ dx.

We conclude this section with a basic iteration lemma.

Lemma 2.6. Let h : [t, s] → R be a non-negative and bounded function, and let a, b, γ be non-negative

numbers. Assume that the inequality h(τ2) ≤ (1/2)h(τ1) + (τ1 − τ2)
−γa + b, holds whenever t ≤ τ2 <

τ1 ≤ s. Then h(t) ≤ c(γ)[a(s− t)−γ + b], holds too.

2.5. Structural assumptions. We assume that the integrand L : Rn → R satisfies the following regularity

(2.17) L ∈ C2
loc(R

n \ {0}) ∩C1
loc(R

n),

and growth/ellipticity conditions:

(2.18)



















1

Λ
|z|g(|z|) ≤ L(z) ≤ Λ|z|g(|z|) + Λ

|ξ|2
Λ(1 + |z|2)µ/2 ≤ 〈∂2L(z)ξ, ξ〉, |∂2L(z)| ≤ Λ(g(|z|) + 1)

(1 + |z|2)1/2 ,

for all z ∈ Rn \ {0}, ξ ∈ Rn, some constant Λ ≥ 1, and 1 ≤ µ < 2. Here, function g satisfies:

(2.19)



















g ∈ C[0,∞), tg(t) is convex,

g is nondecreasing, unbounded, and concave,

g(t) ≤ c(g, ε)(1 + tε) for all ε > 0, t ≥ 0.

Unless differently specified, in the q-component of energy (1.4) it will always be s ∈ [0, 1]. The modu-

lating coefficient a : Ω → [0,∞) verifies (1.2)1, and the obstacle function ψ ∈W 1,1
loc (Ω) will always have

locally finite energy, i.e.,

(2.20) H(ψ; Ω̃) <∞ for all open sets Ω̃ ⋐ Ω,

while in the proof of our main theorems, we shall further require that

(2.21) ψ ∈W 1,∞
loc (Ω) ∩W 2,1

loc (Ω) with |Dψ|q−2D2ψ ∈ L∞
loc(Ω,⊗2Rn).

Moreover, let us introduce the modular [HH19, Section 3.1] naturally related to the class of functionals
that we are considering. For q, a being as in (1.2), and g being either as in (2.19) or g = 1, set

(2.22)
W 1,1

loc (Ω) ∋ w 7→ G(w; Ω) :=

∫

Ω

G(x, |Dw|) dx

G(x, |z|) := |z|g(|z|) + a(x)|z|q.

Finally, let us quickly describe the subspaces of W 1,1
loc (Ω) that are the natural functional setting for our

problems. With B ⋐ Ω being a ball, we introduce constrained classes

K
ψ
loc(Ω) :=

{

w ∈W 1,1
loc (Ω): w(x) ≥ ψ(x) for a.e. x ∈ Ω

}

,

Kψ(B) :=
{

w ∈W 1,1(B) : w(x) ≥ ψ(x) for a.e. x ∈ B
}

,

that are convex subsets of W 1,1
loc (Ω). It goes without saying that this set of assumptions allows handling

simultaneously free and constrained local minimizer of functional H - in fact formally taking ψ ≡ −∞
yields K−∞

loc (Ω) ≡W 1,1
loc (Ω).

Remark 2.1. A couple of comments are in order.

• Up to replace Rn ∋ z 7→ L(z) with Rn ∋ z 7→ L(z)− 〈∂L(0), z〉 that does not change the set of
local minimizers, we can always assume that ∂L(0) = 0.
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• The unboundedness of g implies that there exists Tg ≡ Tg(g) ≥ 1 such that g(t) ≥ 1 whenever
t ≥ Tg, therefore

(2.23) |z| ≤ Tg + |z|g(|z|)
(2.18)1≤ Tg + ΛL(z) for all z ∈ Rn.

• Being 1 < q < 2 cf. (1.2), condition (2.21) implies that ℓs(Dψ)
q−2D2ψ ∈ L∞

loc(Ω,⊗2Rn) for all

s ∈ [0, 1] and ψ ∈W 2,∞
loc (Ω): in fact, ‖D2ψ‖L∞(B) .q ‖Dψ‖2−qL∞(B)‖|Dψ|q−2D2ψ‖L∞(B) <∞.

3. Absence of Lavrentiev phenomenon in constrained classes

Let us quickly discuss the local approximation in energy of functions belonging to K
ψ
loc(Ω) in terms of

maps sharing the same regularity as the obstacle ψ. We rely on elementary truncation and mollification
techniques: similar arguments were indeed applied in [BDS20,BB21,BOS22,BGS22], see also [ELM04,
DM23b,KRS23], in relation to the (non)occurrence of Lavrentiev phenomenon in double phase problems.
We stress that our findings are sharp thanks to Theorem 3. Specifically, in line with [DM24, Lemma
6.2],5 we revisit the density results of [BGS22] in the quantitative form we need.

Lemma 3.1. Under assumption (2.19), let w ∈W 1,1
loc (Ω) be a function such that |Dw|g(|Dw|) ∈ L1

loc(Ω),

ϑ > 0 be a number, Ω̃ ⋐ Ω be an open, bounded set with Lipschitz-regular boundary. With 0 < ε < ε0 :=
min{1, dist(Ω̃, ∂Ω)/4}, set Ω0 := {x+Bε0(0) : x ∈ Ω̃} ⋐ Ω. There exists a sequence {w̄ε}ε>0 ⊂ C∞(Ω̃)

such that w̄ε → w strongly in W 1,1(Ω̃) and ‖Dw̄ε‖L∞(Ω̃) .n ε
−(1+ϑ). If w ∈ L∞

loc(Ω) ∩W 1,1
loc (Ω) with

|Dw|g(|Dw|) ∈ L1
loc(Ω), together with the strong convergence in W 1,1(Ω̃), we also have the bounds

‖w̄ε‖L∞(Ω̃) ≤ ‖w‖L∞(Ω0) and ‖Dw̄ε‖L∞(Ω̃) .n ε
−1‖w‖L∞(Ω0).

Proof. Let ε, ε0, Ω̃,Ω0 be as in the statement, φ ∈ C∞
c (B1(0)) be a smooth, radially symmetric, nonneg-

ative function with unitary mass ‖φ‖L1(Rn) = 1, and {φε}ε>0 ⊂ C∞(Rn) be the sequence of mollifiers

defined through φ. We truncate w by setting wε := min{ε−ϑ,max{w,−ε−ϑ}} and regularize it by
convolution defining w̄ε := wε ∗ φε. We start without the local boundedness assumption in force. By
definition it is {w̄ε}ε>0 ⊂ C∞(Ω̃), ‖wε‖L∞(Ω0) ≤ ε−ϑ, thus ‖w̄ε‖L∞(Ω̃) ≤ ε−ϑ. By the former bound

and Young’s convolution inequality we control ‖Dw̄ε‖L∞(Ω̃) ≤ ‖wε‖L∞(Ω0)‖Dφε‖L1(Ω0) .n ε−(1+ϑ).

We only need to prove strong W 1,1-convergence in Ω̃. Recalling that by Sobolev embedding theorem
it is w ∈ L

n
n−1 (Ω0), for x ∈ Ω̃ we bound

|w̄ε(x) − w(x)| ≤ |w ∗ φε(x) − w(x)|

+

∣

∣

∣

∣

∣

∫

B1∩{y : |w(x+εy)|>ε−ϑ}
[wε(x+ εy)− w(x+ εy)]φ(y) dy

∣

∣

∣

∣

∣

≤ |w ∗ φε(x) − w(x)| +
∫

B1∩{y : |w(x+εy)|>ε−ϑ}
ε−ϑ + |w(x + εy)| dy

≤ |w ∗ φε(x) − w(x)| + 2

∫

B1∩{y : |w(x+εy)|>ε−ϑ}
|w(x + εy)| dy

≤ |w ∗ φε(x) − w(x)| + 2ε
ϑ

n−1

∫

B1

|w(x + εy)| n
n−1 dy,

therefore ‖w̄ε − w‖L1(Ω̃) ≤ ‖w ∗ φε − w‖L1(Ω̃) + 2ε
ϑ

n−1 |B1|‖w‖
n

n−1

L
n

n−1 (Ω0)
≡ o(ε), by basic mollification

properties. Similarly, with x ∈ Ω̃, we bound

|Dw̄ε(x) −Dw(x)| ≤ |Dw ∗ φε(x) −Dw(x)| +
∫

B1∩{|w(x+εy)|>ε−ϑ}
|Dw(x + εy)|φ(y) dy

≤ |Dw ∗ φε(x) −Dw(x)|

+
1

g(ε−ϑ)

∫

B1∩{|w(x+εy)|>ε−ϑ}
g(|Dw(x + εy)|)|Dw(x + εy)| dy

+ε
ϑ

n−1

∫

B1∩{|w(x+εy)|>ε−ϑ}
|w(x + εy)| n

n−1 dx,

5In [DM24, Lemma 6.2] it is shown that on a priori bounded functions, the usual Lebesgue-Serrin-Marcellini extension
coincides with the relaxation defined along (suitably regular) sequences of uniformly bounded maps.
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so ‖Dw̄ε−Dw‖L1(Ω̃) ≤ ‖Dw∗φε−Dw‖L1(Ω̃)+g(ε−ϑ)−1‖|Dw|g(|Dw|)‖L1(Ω0)+ε
ϑ

n−1 ‖w‖
n

n−1

L
n

n−1 (Ω0)
≡ o(ε),

where we also used that g is nondecreasing, continuous and unbounded. This completes the proof in case
w is unbounded. If additionally w ∈ L∞

loc(Ω), the above procedure boils down to standard mollification,
and the estimates on ‖w̄ε‖L∞(Ω̃), ‖Dw̄ε‖L∞(Ω̃) directly follow by definition and Young’s convolution

inequality. �

Now we are ready to prove a density result: our construction yields a sequence of approximating maps
sharing the same regularity as the obstacle ψ - to highlight this, we assume that ψ belongs to a general
function space6 Xloc(Ω) and has locally finite energy (2.20).

Lemma 3.2. Under assumptions (1.2) and (2.18)1-(2.20), let w ∈ K
ψ
loc(Ω) be any function with H(·, Dw) ∈

L1
loc(Ω), and Ω̃, Ω0, ε, ε0, {φε}ε>0 be as in Lemma 3.1. If ψ ∈ Xloc(Ω), there exists a sequence

{w̃ε}ε>0 ⊂ X(Ω̃) ∩ Kψ(Ω̃) such that

(3.1) w̃ε → w strongly in W 1,1(Ω̃), H(w̃ε; Ω̃) → H(w; Ω̃), G(w̃ε − w; Ω̃) → 0,

where H is the functional in (1.4) and G is the related modular in (2.22).

Proof. We first handle the case of unbounded maps. We apply Lemma 3.1 to w and ψ with ϑ :=
−1 + α/(q − 1) > 0, thus obtaining sequences {w̄ε}ε>0, {ψ̄ε}ε>0 ∈ C∞(Ω̃), satisfying

(3.2) max
{

‖Dw̄ε‖L∞(Ω̃), ‖Dψ̄ε‖L∞(Ω̃)

}

.n ε
−(1+ϑ).

and such that

(3.3) w̄ε → w strongly in W 1,1(Ω̃) and ψ̄ε → ψ strongly in W 1,1(Ω̃).

We then let w̃ε := w̄ε − ψ̄ε + ψ. Via (3.3) we immediately see that (3.1)1 holds true. Moreover, being
w̄ε, ψ̄ε smooth, w̃ε is as regular as ψ allows, and,

w̃ε(x) = w̄ε(x)− ψ̄ε(x) + ψ(x)

=

∫

B1(0)

min{ε−ϑ,max{w(x+ εy),−ε−ϑ}}φ(y) dy − ψ̄ε(x) + ψ(x)

w≥ψ
≥

∫

B1(0)

min{ε−ϑ,max{ψ(x+ εy),−ε−ϑ}}φ(y) dy − ψ̄ε(x) + ψ(x) ≥ ψ(x) =⇒ w̃ε ∈ Kψ(Ω̃).

Observe also that by construction, on Ω̃ it is

(3.4) |Dw̄ε(x)| ≤ |Dw| ∗ φε(x) and |Dψ̄ε(x)| ≤ |Dψ| ∗ φε(x).
Finally, for x ∈ Ω̃ set aε(x) := infy∈Bε(x) a(y), Gε(x, |z|) := |z|g(|z|) + aε(x)|z|q and observe that

(3.5) Gε(x, |z|) ≤ G(x+ εy, |z|) for all y ∈ B1(0).

Now, recall our choice of ϑ to control

|a(x)− aε(x)||Dw̄ε −Dψ̄ε|q ≤ [a]0,α;Ω0ε
α‖Dw̄ε −Dψ̄ε‖q−1

L∞(Ω̃)
|Dw̄ε −Dψ̄ε|

(3.2)

.n,q [a]0,α;Ω0ε
α−(1+ϑ)(q−1)|Dw̄ε −Dψ̄ε|

.n,q [a]0,α;Ω|Dw̄ε −Dψ̄ε|,(3.6)

and apply the definition of convolution, Jensen’s inequality, (2.19) and (3.4)-(3.6) to gain

G(x, |Dw̃ε|) . G(x, |Dψ|) + Gε(x, |Dw̄ε −Dψ̄ε|) + |a(x) − aε(x)||Dw̄ε −Dψ̄ε|q
. G(x, |Dψ|) + Gε(x, |Dw̄ε −Dψ̄ε|) + [a]0,α;Ω|Dw̄ε −Dψ̄ε|
. 1 + G(x, |Dψ|) + G(·, |Dw|) ∗ φε(x) + G(·, |Dψ|) ∗ φε(x),(3.7)

up to constants depending on (n, g, q, [a]0,α;Ω). Keeping in mind (3.3), (3.7), (2.18)1 and a well-known

variant of the dominated convergence theorem imply that G(w̃ε −w; Ω̃) → 0 and H(·, Dw̃ε) → H(·, Dw)
in L1(Ω̃) (up to nonrelabelled subsequences), thus (3.1) is completely proven. �

The next corollary is a straightforward consequence of Lemmas 3.1-3.2.

6Recall the convention established in Section 2.1.
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Corollary 3.1. In the same setting as Lemma 3.2, convergence (3.1) holds for a priori bounded maps

w ∈ K
ψ
loc(Ω) ∩ L∞

loc(Ω), ψ ∈ Xloc(Ω) ∩ L∞
loc(Ω) provided the large bound q ≤ 1 + α is in force. The

L∞-bound

(3.8) ‖w̃ε‖L∞(Ω̃) ≤ 4max
{

‖w‖L∞(Ω0), ‖ψ‖L∞(Ω0)

}

,

holds true.

Proof. The claim follows via the same procedure in the proof of Lemma 3.2 with ϑ = 0, after observing
that if w,ψ ∈ L∞

loc(Ω), the sequence {w̃ε}ε>0 ⊂ X(Ω̃) ∩ L∞(Ω̃) given by Lemma 3.2 involves the usual
convolutions of w and ψ. Bound (3.8) is granted by Lemma 3.1. �

We finally record [BGS22, Theorem 2.3], specialized to modular G in (2.22), which covers in particular
functional L in (1.1).

Theorem 5. Let G be the modular defined in (2.22), assume (1.2), (2.19) and q ≤ 1 + α. Then for all

u0 ∈ W 1,q(Ω) it is

inf
w∈(u0+W

1,1
0 (Ω))

G(w; Ω) = inf
w∈(u0+W

1,q
0 (Ω))

G(w; Ω) = inf
w∈(u0+C∞

c (Ω))
G(w; Ω).

Moreover, C∞
c (Ω) is dense in

{

w ∈W 1,1
0 (Ω): G(w; Ω) <∞

}

.

4. Hybrid fractional Moser iteration

This section is devoted to the proof of a hybrid version of fractional Moser iteration in the sense that
the resulting a priori estimate still contains a very small power of the L∞-norm of the gradient of (free
or constrained) minima of functionals governed by regular log-double phase integrands. We consider a
map L : Rn → R satisfying































L ∈ C2
loc(R

n)

1

Λ∗
|z|g(|z|) ≤ L(z) ≤ Λ∗|z|g(|z|) + Λ∗

|ξ|2
Λ∗(1 + |z|2)µ/2 ≤ 〈∂2L(z)ξ, ξ〉, |∂2L(z)| ≤ Λ∗(g(|z|) + 1)

(1 + |z|2)1/2 ,

(4.1)

for all z, ξ ∈ Rn, and some absolute constant Λ∗ ≥ 1. Here g is the same function in (2.19) - notice
that now (2.23) holds with Λ∗ replacing Λ. Arguing as in [Mar89a, Lemma 2.1], we deduce that (4.1)
yields

(4.2) |∂L(z)| .Λ∗,g g(|z|) + 1 for all z ∈ Rn.

Moreover, with a being the nonnegative modulating coefficient in (1.2)1,

(4.3) 0 < a∗ ≤ 1, 0 < s ≤ 4

being strictly positive constants, we set a(x) := a(x) + a∗ - obviously by (1.2)1 it is a ∈ C0,α(Ω) and

[a]0,α;Ω̃ = [a]0,α;Ω̃ for all subsets Ω̃ ⊆ Ω - and define

(4.4)

H(x, z) := L(z) + a(x)ℓs(z)
q

λ1;∗(x, |z|) := ℓ1(z)
−µ + a(x)ℓs(z)

q−2, E∗(x, |z|) :=
∫ |z|

0

λ1;∗(x, t)t dt.

Finally, exponents (µ, q) verify

(4.5) 1 ≤ µ < 2 and 1 < q < 2− µ+ α ≤ 1 + α.

Straightforward computations, (4.1) and (2.19) give


































z 7→ H(x, z) ∈ C2
loc(R

n), x 7→ H(x, z) ∈ C0,α(Ω)

c̃−1a∗ℓ1(z)
q ≤ H(x, z) ≤ c̃ℓ1(z)

q

c̃−1a∗ℓ1(z)
q−2|ξ|2 ≤ 〈∂2H(x, z)ξ, ξ〉, |∂2H(x, z)| ≤ c̃ℓ1(z)

q−2

|∂H(x1, z)− ∂H(x2, z)| ≤ q[a]0,α;Ω|x1 − x2|αℓ1(z)q−1,

(4.6)
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for c̃ ≡ c̃(Λ∗, g, q, ‖a‖L∞(Ω), s) ≥ 1. Within this framework, let B ⋐ 2B ⋐ Ω be concentric balls,
introduce functional

W 1,q(B) ∋ w 7→ H∗(w;B) :=

∫

B

H(x,Dw) dx,

obstacle ψ as in (2.21), boundary datum

(4.7) u0 ∈ Kψ(B) ∩W 1,∞(B),

and consider the solution u ∈ (u0 +W 1,q
0 (B)) ∩ Kψ(B) of problem

(u0 +W 1,q
0 (B)) ∩ Kψ(B) ∋ w 7→ minH∗(w;B).(4.8)

Existence and uniqueness of u ∈ (u0 +W 1,q
0 (B)) ∩ Kψ(B) are granted by standard direct methods; by

minimality the variational inequality

(4.9)

∫

B

〈∂H(x,Du), Dw −Du〉dx ≥ 0 for all w ∈ (u0 +W 1,q
0 (B)) ∩ Kψ(B)

holds true. Moreover by (4.6), classical regularity theory for variational inequalities and obstacle
problems [Cho91] assures that

(4.10) u ∈ C1
loc(B).

4.1. Global boundedness. Our first move is controlling the maximum modulus of u by means of the
largest between the L∞-norms of the obstacle and of the boundary datum. Letting

S := max
{

1, ‖u0‖L∞(B), ‖ψ‖L∞(B)

}

,

via elementary considerations we have that w := u − (u − S)+ is admissible in (4.9), in particular

(u − S)+ ∈W 1,q
0 (B), therefore recalling Remark 2.1 we get

0
(4.9)

≤ −
∫

B

〈∂H(x,Du), D(u − S)+〉dx ≤ −
∫

B

〈∂L(Du), D(u− S)+〉dx

= −
∫

B

(

∫ 1

0

∂2L(tDu) dt

)

〈Du,D(u− S)+〉dx
(4.1)

≤ − 1

Λ∗

∫

B

|D(u− S)+|2
(1 + |Du|2)µ/2 dx,

which implies that u(x) ≤ S for any x ∈ B. On the other hand, u(x) ≥ ψ(x) ≥ −S for all x ∈ B, so we
can conclude that ‖u‖L∞(B) ≤ S.

4.2. Zero order scaling. We fix a ball B̺(x0) ⊂ B2̺(x0) ⋐ B with ̺ ∈ (0, 1] and blow up u, ψ and a on

B̺(x0) by defining the maps ũ(x) := (8S)−1u(x0 + ̺x), ψ̃(x) := (8S)−1ψ(x0 + ̺x), ã(x) := a(x0 + ̺x).

We further introduce constant C̺ := 8S/̺ ≥ 1, integrands L̃(z) := L(C̺z), ℓ̃s(z) := ℓs(C̺z), H̃(x, z) :=

L̃(z) + ã(x)ℓ̃s(z)
q, and observe that via (4.1)3-(4.2) we have

(4.11)



































|∂H̃(x, z)| .Λ∗,g,q C
2
̺

(

1 + g(|z|)
)

+ Cq̺ã(x)ℓs(z)
q−1

|∂2H̃(x, z)| .n,Λ∗,q

C3̺
(

1 + g(|z|)
)

(1 + |z|2)1/2 + C2̺ã(x)ℓs(z)
q−2

〈∂2H̃(x, z)ξ, ξ〉 &µ,q
C2−µ̺ |ξ|2

(1 + |z|2)µ/2 + Cq̺ã(x)ℓs(z)
q−2|ξ|2,

for all z, ξ ∈ Rn. By scaling we see that ũ ∈ Kψ̃(B1(0)) is a constrained local minimizer of functional

(4.12) W 1,q(B1(0)) ∋ w 7→
∫

B1(0)

H̃(x,Dw) dx,

solving the variational inequality

(4.13)

∫

B1(0)

〈∂H̃(x,Dũ), Dw −Dũ〉dx ≥ 0 for all w ∈ (ũ +W 1,q
0 (B1(0))) ∩ Kψ̃(B1(0)).

Now we are ready to build up our iteration scheme.
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4.3. Linear iteration. With (4.1), (4.5), and (2.21) in force, we introduce radii 0 < r2 < r1 ≤ 1,
parameters r2 ≤ τ2 < τ1 ≤ r1, set ̺0 := τ2 + (τ1 − τ2)2

−2, ̺1 := τ2 + (τ1 − τ2)2
−3, and pick

other two numbers ̺1 ≤ τ̃2 < τ̃1 ≤ ̺0. Then let ς0 := τ̃2 + (τ̃1 − τ̃2)2
−2, ς1 := τ̃2 + (τ̃1 − τ̃2)2

−3,
r̃0 := (ς1 + ς0)/2, r̄0 := (3ς1 + ς0)/4, r̄1 := (5ς1 + ς0)/6 and r̃1 := (7ς1 + ς0)/8. It is easy to see that
̺0 ≥ τ̃1 > r̃0 > r̄0 > r̄1 > r̃1 > τ̃2 ≥ ̺1. Further, pick a vector h ∈ Rn \ {0} such that |h| ∈ (0, h0) with
h0 := 2−17(τ̃1 − τ̃2) and a cut-off function η ∈ C2

0 (B1(0)) satisfying

(4.14) 1Br̄1(0)
≤ η ≤ 1Br̄0(0)

, |Dη| ≤ 26/(r̄0 − r̄1), |D2η| ≤ 212/(r̄0 − r̄1)
2.

A quick notation remark: since all balls we shall consider now are concentric in the origin, we will omit
explicitly denoting their center. Next, for reasons that will be clear in a few lines, we set

(4.15) t∗ := 2q + 8, ω∗ := min

{

α+ 2− µ− q,
1

2

}

,

take

(4.16)

ω ∈ (0, ω∗) , δ := 1− µω, θ := 2ω + δ − 1,

γ̃ := max{θ, µ− 1}, γµ;ω :=
2max{µ− 1, ω}

1 + α− q
,

and, with t ≥ t∗ introduce quantities

(4.17)

σ := t− 2q + 3− µ+ 2α− 2ω, ϑ =
σ − 2− α+ 2ω

σ
,

s∗ := 2− µ+ α− q − θ

2
.

We point out that being t ≥ t∗ and ω ∈ (0, α), it is σ > 9 and ϑ ∈ (0, 1) in (4.17). Moreover, a direct
computation and (4.5)1 show that δ ∈ (0, 1) and θ ∈ (0, 2 − µ) in (4.16). At this stage, we need to
look for a reasonable test function to plug in (4.13). To this aim, we preliminary observe that given

any function b ∈ L∞(B1) such that 0 ≤ b ≤ 1, map w := ũ+ 2−1τ−h(bτh(ũ− ψ̃)) satisfies the obstacle
constraint. In fact it is

w(x) = ũ(x) +
1

2
b(x)(ũ(x + h)− ψ̃(x+ h)) +

1

2
b(x− h)(ũ(x − h)− ψ̃(x− h))

−1

2
(b(x) + b(x − h))(ũ(x)− ψ̃(x))

≥ 1

2

(

(1− b(x)) + (1 − b(x− h))
)

ũ(x) +
1

2

(

b(x) + b(x− h)
)

ψ̃(x)
ũ≥ψ̃
≥ ψ̃(x).(4.18)

In (4.18) we choose

b ≡ bσ := η2
∫ 1

0

|τhψ̃ + βτh(ũ− ψ̃)|σ−1 dβ,

notice that (4.14)1, the restrictions imposed on the size of h0, and the content of sections 4.1-4.2 give

max
{

‖τhũ‖L∞(B1), ‖τhψ̃‖L∞(B1)

}

≤ 2max
{

‖ũ‖L∞(B2), ‖ψ̃‖L∞(B2)

}

≤ (4S)−1 max
{

‖u‖L∞(B2̺), ‖ψ‖L∞(B2̺)

}

≤ 1

4

=⇒ 0 ≤ bσ(x)
σ>1
≤
(

‖τhψ̃‖L∞(B1) + ‖τhũ‖L∞(B1)

)σ−1

≤ 1,(4.19)

for all x ∈ B1, therefore recalling the mean value theorem and that supp(η) ⋐ B1, we can conclude
with

w := ũ+
1

2
τ−h

(

σ−1η2
(

|τhũ|σ−1τhũ− |τhψ̃|σ−1τhψ̃
)

)

= ũ+
1

2
τ−h(bστh(ũ− ψ̃))

(4.14)
∈

(

ũ+W 1,q
0 (B1)

)

∩ Kψ̃(B1),

and, thanks also to (2.21) and (4.10), testing in (4.13) is legit. We indeed get, after applying the
integration-by-parts formula for finite difference operators, getting rid of factor 2σ > 0, and multiplying
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the outcome by |h|−1−ϑσ−α:

(I) + (II) =:
1

|h|1+ϑσ+α
∫

B1

〈τh∂L̃(Dũ), D(η2|τhũ|σ−1τhũ)〉dx

+
qC2̺

|h|1+ϑσ+α
∫

B1

〈τh(ã(·)ℓ̃s(Dũ)q−2Dũ), D(η2|τhũ|σ−1τhũ)〉dx

≤ 1

|h|1+ϑσ+α
∫

B1

〈τh∂L̃(Dũ), D(η2|τhψ̃|σ−1τhψ̃)〉dx

+
qC2̺

|h|1+ϑσ+α
∫

B1

〈τh(ã(·)ℓ̃s(Dũ)q−2Dũ), D(η2|τhψ̃|σ−1τhψ̃)〉dx =: (III) + (IV).

Before proceeding further, let us introduce some abbreviations. With h and ũ as above, we set






























D(x, h) := 1 + |Dũ(x)|2 + |Dũ(x+ h)|2, A̺ := 1 + ‖ã‖C0,α(B1)

N∞ := 1 + ‖Dη‖2L∞(Br̄0)
+ ‖D2η‖L∞(Br̄0)

, Ψ := 1 + ‖Dψ̃‖2L∞(B1)
+ ‖D2ψ̃‖L∞(B1)

G1(x, h) :=

∫ 1

0

|∂L̃(Dũ(x+ βh))| dβ, Gq(x, h) :=

∫ 1

0

ℓ̃s(Dũ(x+ βh))q−1 dβ,

and estimate by the mean value theorem, (2.16), (4.11), (2.19), and Cauchy-Schwarz, Young and Jensen
inequalities,

(I) =
σ

|h|1+ϑσ+α
∫

B1

η2|τhũ|σ−1

(

∫ 1

0

∂2L̃(Dũ+ βτhDũ) dβ

)

〈τhDũ, τhDũ〉dx

− 2

|h|ϑσ+α
∫

B1

∫ 1

0

〈∂L̃(Dũ(x+ βh)), ∂h/|h|(ηDη|τhũ|σ−1τhũ)〉dβ dx

≥ σ

|h|1+ϑσ+α
∫

B1

η2|τhũ|σ−1

(

∫ 1

0

∂2L̃(Dũ+ βτhDũ) dβ

)

〈τhDũ, τhDũ〉dx

− cN∞
|h|ϑσ+α

∫

Br̄0

G1(x, h)|τhũ|σ dx− cσN∞
εC2−µ̺ |h|ϑσ+α−1

∫

Br̄0

|τhũ|σ−1G1(x, h)
2D(x, h)

µ
2 dx

− cεσC2−µ̺

|h|1+ϑσ+α
∫

B1

η2|τhũ|σ−1D(x, h)−
µ
2 |τhDũ|2 dx

≥ σC2−µ̺

c|h|1+ϑσ+α
∫

B1

∫ 1

0

η2|τhũ|σ−1|τhDũ|2
(1 + |Dũ+ βτhDũ|2)µ/2

dβ dx

− cεσC2−µ̺

|h|1+ϑσ+α
∫

B1

η2|τhũ|σ−1D(x, h)−
µ
2 |τhDũ|2 dx

− cN∞
|h|ϑσ+α

(

∫

Br̄0

G1(x, h)
t

q−1 dx

)
q−1
t
(

∫

Br̄0

|τhũ|
tσ

t+1−q dx

)
t+1−q

t

− cσN∞
εC2−µ̺ |h|ϑσ+α−1

∫

Br̄0

G1(x, h)
2q−2+µ

q−1 |τhũ|σ−1 dx

− cσN∞
εC2−µ̺ |h|ϑσ+α−1

∫

Br̄0

D(x, h)
2q−2+µ

2 |τhũ|σ−1 dx

≥ σC2−µ̺

|h|1+ϑσ+α
(

1

c
− cε

)∫

B1

η2|τhũ|σ−1D(x, h)−
µ
2 |τhDũ|2 dx

− cC2̺N∞

|h|ϑσ+α

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
q−1
t
(

∫

Br̄0

|τhũ|
tσ

t+1−q dx

)
t+1−q

t

− cσC
4q

q−1
̺ N∞

ε|h|ϑσ+α−1

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
2q−2+µ

t
(

∫

Br̄0

|τhũ|
t(σ−1)

t+2−µ−2q dx

)
t+2−µ−2q

t

,
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for c ≡ c(Λ∗, g, µ, q). A suitably small choice of ε > 0 eventually yields

(I) ≥ σC2−µ̺

c|h|1+ϑσ+α
∫

B1

η2|τhũ|σ−1D(x, h)−
µ
2 |τhDũ|2 dx

− cC2̺N∞

|h|ϑσ+α

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
q−1
t
(

∫

Br̄0

|τhũ|
tσ

t+1−q dx

)
t+1−q

t

−cσC
4q

q−1
̺ N∞

|h|ϑσ+α−1

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
2q−2+µ

t
(

∫

Br̄0

|τhũ|
t(σ−1)

t+2−µ−2q dx

)
t+2−µ−2q

t

=:
σC2−µ̺ (I)1
c|h|1+ϑσ+α − cC2̺N∞

|h|ϑσ+α

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
q−1
t
(

∫

Br̄0

|τhũ|
tσ

t+1−q dx

)
t+1−q

t

−cσC
4q

q−1
̺ N∞

|h|ϑσ+α−1

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
2q−2+µ

t
(

∫

Br̄0

|τhũ|
t(σ−1)

t+2−µ−2q dx

)
t+2−µ−2q

t

,

with c ≡ c(Λ∗, g, µ, q). Concerning term (II), by (2.1) we split:

(II) =
qσC2̺

|h|1+ϑσ+α
∫

B1

η2ã(x)|τhũ|σ−1〈τh(ℓ̃s(Dũ)q−2Dũ), τhDũ〉dx

+
qσC2̺

|h|1+ϑσ+α
∫

B1

η2(τhã(·))|τhũ|σ−1〈ℓ̃s(Dũ(x + h))q−2Dũ(x+ h), τhDũ〉dx

+
2qC2̺

|h|1+ϑσ+α
∫

B1

〈τh(ã(·)ℓ̃s(Dũ)q−2Dũ), (η|τhũ|σ−1τhũ)Dη〉dx =: (II)1 + (II)2 + (II)3,

and control via Hölder inequality with conjugate exponents
(

t
2q−2+µ ,

t
t−2q+2−µ

)

, Cauchy-Schwarz and

Young inequalities and standard monotonicity properties of power type integrands,

(II)1 + (II)2 ≥
σCq̺

c|h|1+ϑσ+α
∫

B1

η2ã(x)|τhũ|σ−1D(x, h)
q−2
2 |τhDũ|2 dx

−cσC̺[ã]0,α;B1

|h|1+ϑσ
∫

B1

η2|τhũ|σ−1ℓ̃s(Dũ(x + h))q−1|τhDũ| dx

≥ −
εσC2−µ̺ (I)1
|h|1+ϑσ+α −

cσC2q+µ−2
̺ [ã]20,α;B1

ε|h|1+ϑσ−α
∫

B1

η2|τhũ|σ−1D(x, h)
2q−2+µ

2 dx

≥ −cσC
2q+µ−2
̺ A2̺

ε|h|1+ϑσ−α

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
2q−2+µ

t
(

∫

Br̄0

|τhũ|
t(σ−1)

t+2−2q−µ dx

)
t+2−2q−µ

t

−εσC
2−µ
̺ (I)1

|h|1+ϑσ+α ,

for c ≡ c(Λ∗, g, µ, q) and sufficiently small ε > 0. Using also Young inequality with conjugate exponents
(

2q−2+µ
µ , 2q−2+µ

2q−2

)

and (2.16), we further have

(II)3 = − 2qC2̺
|h|ϑσ+α

∫

B1

∫ 1

0

ã(x+ βh)〈ℓ̃s(Dũ(x+ βh))q−2Dũ(x+ βh), ∂h/|h|(η|τhũ|σ−1τhũDη)〉dβ dx

≥ −cC̺‖ã‖L∞(B1)

|h|ϑσ+α
∫

B1

Gq(x, h)(|Dη|2 + η|D2η|)|τhũ|σ dx

−cσC̺‖ã‖L∞(B1)

|h|ϑσ+α
∫

B1

Gq(x, h)η|Dη||τhũ|σ−1|τhDũ| dx

≥ −cC̺N∞A̺

|h|ϑσ+α

(

∫

Br̄0

Gq(x, h)
t

q−1 dx

)
q−1
t
(

∫

Br̄0

|τhũ|
tσ

t+1−q dx

)
t+1−q

t
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− cσCµ̺N∞A2̺

ε|h|ϑσ+α−1

∫

Br̄0

Gq(x, h)
2|τhũ|σ−1D(x, h)

µ
2 dx− εσC2−µ̺ (I)1

|h|1+ϑσ+α

≥ −cC
q
̺N∞A̺

|h|ϑσ+α

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
q−1
t
(

∫

Br̄0

|τhũ|
tσ

t+1−q dx

)
t+1−q

t

− εσC2−µ̺ (I)1
|h|1+ϑσ+α

− cσCµ̺N∞A2̺

ε|h|ϑσ+α−1

∫

Br̄0

Gq(x, h)
2q−2+µ

q−1 |τhũ|σ−1 dx− cσCµ̺N∞A2̺

ε|h|ϑσ+α−1

∫

Br̄0

D(x, h)
2q−2+µ

2 |τhũ|σ−1 dx

≥ −
cCq̺N∞A̺

|h|ϑσ+α

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
q−1
t
(

∫

Br̄0

|τhũ|
tσ

t+1−q dx

)
t+1−q

t

−
εσC2−µ̺ (I)1
|h|1+ϑσ+α

−cσC
2(q−1+µ)
̺ N∞A2̺

ε|h|ϑσ+α−1

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
2q−2+µ

t
(

∫

Br̄0

|τhũ|
t(σ−1)

t+2−2q−µ dx

)
t+2−2q−µ

t

,

with c ≡ c(Λ∗, g, µ, q), and again for suitably small ε > 0. Overall, we have

(II) ≥ −2εσC2−µ̺ (I)1
|h|1+ϑσ+α − cCq̺N∞A̺

|h|ϑσ+α

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
q−1
t
(

∫

Br̄0

|τhũ|
tσ

t+1−q dx

)
t+1−q

t

−cσC
2(q−1+µ)
̺ N∞A2̺

ε|h|1+ϑσ−α

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
2q−2+µ

t
(

∫

Br̄0

|τhũ|
t(σ−1)

t+2−2q−µ dx

)
t+2−2q−µ

t

,

where it is c ≡ c(Λ∗, g, µ, q), and ε > 0 still needs to be fixed. Next, we take care of the obstacle term.
We control using (2.21), (4.11)1, (4.17), and (2.19),

|(III)| ≤ σ

|h|1+ϑσ+α
∫

Br̄0

(

|∂L̃(Dũ(x+ h))|+ |∂L̃(Dũ(x))|
)

|τhψ̃|σ−1|τhDψ̃| dx

+
2N∞

|h|1+ϑσ+α
∫

Br̄0

(

|∂L̃(Dũ(x+ h))|+ |∂L̃(Dũ(x))|
)

|τhψ̃|σ dx

≤ cσN∞Ψσ|h|σ(1−ϑ)−(1+α)

∫

Br̃0

|∂L̃(Dũ)| dx

≤ cσC2̺N∞Ψσ
∫

Br̃0

1 + g(|Dũ|) dx ≤ cσC2̺N∞Ψσ

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
q−1
t

,

for c ≡ c(n,Λ∗, g, µ). Moreover, after splitting with the product rule (2.1),

(IV) =
qσC2̺

|h|1+ϑσ+α
∫

B1

η2ã(x)|τhψ̃|σ−1〈τh(ℓ̃s(Dũ)q−2Dũ), τhDψ̃〉dx

+
qσC2̺

|h|1+ϑσ+α
∫

B1

η2(τhã(·))|τhψ̃|σ−1〈ℓ̃s(Dũ(x + h))q−2Dũ(x+ h), τhDψ̃〉dx

+
2qC2̺

|h|1+ϑσ+α
∫

B1

〈τh(ã(·)ℓ̃s(Dũ)q−2Dũ), (η|τhψ̃|σ−1τhψ̃)Dη〉dx =: (IV)1 + (IV)2 + (IV)3,

we bound via (2.21) and (4.17),

|(IV)1|+ |(IV)2| ≤ cσCq̺‖ã‖L∞(B1)Ψ
σ|h|σ(1−ϑ)−(1+α)

∫

Br̄0

ℓs(Dũ(x+ h))q−1 + ℓs(Dũ(x))
q−1 dx

+cσCq̺[ã]0,α;B1 |h|σ(1−ϑ)−1Ψσ
∫

Br̄0

ℓs(Dũ(x + h))q−1 dx

≤ cσCq̺A̺Ψ
σ

∫

Br̃0

ℓ1(Dũ)
q−1 dx ≤ cσCq̺A̺Ψ

σ

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
q−1
t

,
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with c ≡ c(n, q), and, by (2.16) and (4.17),

|(IV)3| =
2qC2̺

|h|ϑσ+α

∣

∣

∣

∣

∣

∫

B1

∫ 1

0

ã(x+ βh)〈ℓ̃s(Dũ(x+ βh))q−2Dũ(x+ βh), ∂h/|h|(η|τhψ̃|σ−1τhψ̃Dη)〉dβ dx

∣

∣

∣

∣

∣

≤ cσC̺N∞‖ã‖L∞(B1)

|h|ϑσ+α
∫

Br̄0

Gq(x, h)|τhψ̃|σ−1
(

|τhψ̃|+ |τhDψ̃|
)

dx

≤ cσCq̺N∞Ψσ|h|σ(1−ϑ)−αA̺
∫

Br̃0

ℓ1(Dũ)
q−1 dx ≤ cσCq̺N∞ΨσA̺

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
q−1
t

,

for c ≡ c(n, q). All in all, it is

|(IV)| ≤ cσCq̺Ψ
σN∞A̺

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
q−1
t

,

where c ≡ c(n, q). Merging the content of all previous displays we obtain, after routine manipulations,

1

|h|1+ϑσ+α (I)1 ≤ cσC
4q

q−1
̺ A2̺N∞

|h|1+ϑσ−α

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
2q−2+µ

t
(

∫

Br̄0

|τhũ|
t(σ−1)

t+2−2q−µ dx

)
t+2−2q−µ

t

+
cσCµ̺A̺N∞

|h|ϑσ+α

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
q−1
t
(

∫

Br̄0

|τhũ|
tσ

t+1−q dx

)
t+1−q

t

+cσCµ̺Ψ
σA̺N∞

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
q−1
t

=: Bũ,(4.20)

with c ≡ c(data∗). Now we need to estimate the left-hand side of (4.20). By Hölder inequality with

conjugate exponents
(

2
2−µ ,

2
µ

)

we get

(V) :=
1

|h|1+ϑσ+α
∫

B1

η2|τhũ|σ−δ|τhDũ|2−µ dx

≤
(

(I)1
|h|1+ϑσ+α

)
2−µ
2

(

1

|h|1+ϑσ+α
∫

B1

η2|τhũ|σ+
2(1−δ)

µ −1D(x, h)
2−µ
2 dx

)
µ
2

(4.20)

≤ B
2−µ
2

ũ

(

∫

Br̃0

ℓ1(Dũ)
t+2s∗+θ dx

)

µ(2−µ)
2(t+2s∗+θ)

·









∫

Br̄0

∣

∣

∣

∣

∣

∣

τhũ

|h|
µ(1+ϑσ+α)

µ(σ−1)+2(1−δ)

∣

∣

∣

∣

∣

∣

(µ(σ−1)+2(1−δ))(t+2s∗+θ)
µ(t+2s∗+θ−2+µ)

dx









µ(t+2s∗+θ−2+µ)
2(t+2s∗+θ)

.(4.21)

Recalling the definition of M∗ ≥ 1 in (4.33) and noticing that via (4.14) it is ‖τhDũ‖L∞( supp(η)) ≤ 2C−1
̺ M∗,

and therefore

(4.22) |τhDũ|1−µ
µ≥1

≥ ‖τhDũ‖1−µL∞( supp(η)) ≥
(

C̺

2M∗

)µ−1

on supp(η),

we keep bounding below

(V)
(4.22)

≥ Cµ−1
̺

2µ−1M
µ−1
∗ |h|1+ϑσ+α

∫

B1

η2|τhũ|σ−δ|τhDũ| dx

≥ Cµ−1
̺

cMµ−1
∗ |h|1+ϑσ+α

∫

B1

∣

∣

∣

∣

D
(

η2|τhũ|σ−δτhũ
)

∣

∣

∣

∣

dx− cCµ−1
̺ N∞

M
µ−1
∗ |h|1+ϑσ+α

∫

Br̄0

|τhũ|σ−δ+1 dx

≥ Cµ−1
̺

cMµ−1
∗ |h|2+ϑσ+α

∫

Br̄0

∣

∣

∣

∣

τh

(

η2|τhũ|σ−δτhũ
)

∣

∣

∣

∣

dx− cCµ−1
̺ N∞

M
µ−1
∗ |h|1+ϑσ+α

∫

Br̄0

|τhũ|σ−δ+1 dx
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(2.1)

≥ Cµ−1
̺

cMµ−1
∗ |h|2+ϑσ+α

∫

Br̄0

η(x + h)2
∣

∣

∣

∣

τh

(

|τhũ|σ−δτhũ
)

∣

∣

∣

∣

dx

−
cCµ−1
̺

M
µ−1
∗ |h|2+ϑσ+α

∫

Br̄0

|τh(η2)||τhũ|σ−δ+1 dx−
cCµ−1
̺ N∞

M
µ−1
∗ |h|1+ϑσ+α

∫

Br̄0

|τhũ|σ−δ+1 dx

≥ Cµ−1
̺

cMµ−1
∗ |h|2+ϑσ+α

∫

Br̄1

∣

∣

∣

∣

τh

(

|τhũ|σ−δτhũ
)

∣

∣

∣

∣

dx− cCµ−1
̺ N∞

M
µ−1
∗ |h|1+ϑσ+α

∫

Br̄0

|τhũ|σ−δ+1 dx

(2.15)

≥ Cµ−1
̺

cMµ−1
∗ |h|2+ϑσ+α

∫

Br̄1

|τ2h ũ|σ−δ+1 dx− cCµ−1
̺ N∞

M
µ−1
∗ |h|1+ϑσ+α

∫

Br̄0

|τhũ|σ−δ+1 dx,(4.23)

with c ≡ c(µ, q, α, t) - here and in the reminder of this section, we incorporate any dependency on σ
into a dependency on (µ, q, α, t). Combining (4.23) with (4.21), we obtain

∫

Br̄1

∣

∣

∣

∣

∣

τ2h ũ

|h| 2+ϑσ+α
σ−δ+1

∣

∣

∣

∣

∣

σ−δ+1

dx ≤ cMµ−1
∗ C1−µ̺ B

2−µ
2

ũ

(

∫

Br̃0

ℓ1(Dũ)
t+2s∗+θ dx

)

µ(2−µ)
2(t+2s∗+θ)

·









∫

Br̄0

∣

∣

∣

∣

∣

∣

τhũ

|h|
µ(1+ϑσ+α)

µ(σ−1)+2(1−δ)

∣

∣

∣

∣

∣

∣

(µ(σ−1)+2(1−δ))(t+2s∗+θ)
µ(t+2s∗+θ−2+µ)

dx









µ(t+2s∗+θ−2+µ)
2(t+2s∗+θ)

+
cN∞

|h|1+ϑσ+α
∫

Br̄0

|τhũ|σ−δ+1 dx,(4.24)

for c ≡ c(data∗, α, t). To control the difference quotients on the right-hand side of (4.24) including
those implicit in Bũ, set β := max{1 + ϑσ + α, t}, and notice that by (4.17) and (4.5) it is

(4.25)



























1 + ϑσ + α = σ − 1 +
2(1− δ)

µ
= t+ 2s∗ + θ − 2 + µ

1 + ϑσ + α

σ − δ + 1
,

1 + ϑσ − α

σ − 1
,
ϑσ + α

σ
,

1 + ϑσ + α

t+ 2s∗ + µ− 1
,

ϑσ + α

t+ 1− q
∈ (0, 1)

1 + ϑσ − α = t+ 2− 2q − µ.

We first control

∫

Br̄0

∣

∣

∣

∣

∣

∣

τhũ

|h|
µ(1+ϑσ+α)

µ(σ−1)+2(1−δ)

∣

∣

∣

∣

∣

∣

(µ(σ−1)+2(1−δ))(t+2s∗+θ)
µ(t+2s∗+θ−2+µ)

dx
(4.25)1=

∫

Br̄0

∣

∣

∣

∣

τhũ

|h|

∣

∣

∣

∣

t+2s∗+θ

dx

(2.9)

≤
∫

Br̃0

|Dũ|t+2s∗+θ dx,

while by (2.8), (4.19) and (4.25)2,3 we obtain

∫

Br̄0

∣

∣

∣

∣

∣

τhũ

|h| 1+ϑσ−α
σ−1

∣

∣

∣

∣

∣

t(σ−1)
t+2−2q−µ

dx+

∫

Br̄0

∣

∣

∣

∣

∣

τhũ

|h|ϑσ+α
σ

∣

∣

∣

∣

∣

tσ
t+1−q

dx+

∫

Br̄0

∣

∣

∣

∣

∣

τhũ

|h| 1+ϑσ+α
σ−δ+1

∣

∣

∣

∣

∣

σ−δ+1

dx

≤ c

(τ̃1 − τ̃2)β
+ c

∫

Br̃0

|Dũ|t dx+ c

(

∫

Br̃0

|Dũ|t dx
)

ϑσ+α
t+1−q

+ c

(

∫

Br̃0

|Dũ|t+2s∗+µ−1 dx

)
1+ϑσ+α

t+2s∗+µ−1

,

with c ≡ c(n, µ, q, α, t). Keeping in mind (4.20), the content of the above display yields in particular
that

Bũ ≤ cT̺
(τ̃1 − τ̃2)2+β

(

∫

Br̃0

ℓ1(Dũ)
t dx

)

,
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where we set T̺ := C
4q

q−1
̺ ΨσA2̺, used (4.14), C̺ ≥ 1, µ ≥ 1, and it is c ≡ c(data∗, α, t). Plugging the

content of the previous three displays into (4.24) we obtain
∥

∥

∥

∥

∥

τ2h ũ

|h| 2+ϑσ+α
σ−δ+1

∥

∥

∥

∥

∥

σ−δ+1

Lσ−δ+1(Br̄1 )

≤ cT
2−µ
2

̺ M
µ−1
∗

(τ̃1 − τ̃2)
(2+β)(2−µ)

2

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
2−µ
2
(

∫

Br̃0

ℓ1(Dũ)
t+2s∗+θ dx

)
µ
2

+
c

(τ̃1 − τ̃2)β

(

∫

Br̃0

ℓ1(Dũ)
t+2s∗+µ−1 dx

)
1+ϑσ+α

t+2s∗+µ−1

≤ cT
2−µ
2

̺ M
2(µ−1)+µ(θ+1−µ)+

2∗

(τ̃1 − τ̃2)
(2+β)(2−µ)

2

(

∫

Br̃0

ℓ1(Dũ)
t dx

)
2−µ
2
(

∫

Br̃0

ℓ1(Dũ)
t+2s∗+µ−1 dx

)
µ
2

+
c

(τ̃1 − τ̃2)β

(

∫

Br̃0

ℓ1(Dũ)
t+2s∗+µ−1 dx

)
1+ϑσ+α

t+2s∗+µ−1

,(4.26)

for c ≡ c(data∗, α, t). Next, by (4.5) and (4.16) we have














σ − δ + 1 = t+ 2(−q + 2− µ+ α− θ/2) + µ− 1 = t+ 2s∗ + µ− 1 > t

2 + ϑσ + α

σ − δ + 1
= 1 +

ω(2− µ)

σ − δ + 1
=: 1 + ǫ ∈ (1, 2),

therefore (2.7) gives

‖Dũ‖t+2s∗+µ−1
Lt+2s∗+µ−1(Bτ̃2 )

≤ ‖Dũ‖t+2s∗+µ−1
Lt+2s∗+µ−1(Br̃1)

≤ c

h
(1+ǫ)(t+2s∗+µ−1)
0

+ c sup
0<|h|<h0

∥

∥

∥

∥

∥

τ2h ũ

|h|1+ǫ

∥

∥

∥

∥

∥

t+2s∗+µ−1

Lt+2s∗+µ−1(Br̄1 )

(4.26)

≤ cT
2−µ
2

̺ M
2(µ−1)+µ(θ+1−µ)+

2∗

(τ̃1 − τ̃2)
(2+β)(2−µ)

2

(

1 + ‖Dũ‖
t(2−µ)

2

Lt(Br̃0 )
‖Dũ‖

µ(t+2s∗+µ−1)
2

Lt+2s∗+µ−1(Br̃0)

)

+
c

(τ̃1 − τ̃2)β

(

1 + ‖Dũ‖1+ϑσ+αLt+2s∗+µ−1(Br̃0 )

)

+
c

h
(1+ǫ)(t+2s∗+µ−1)
0

(4.5)

≤ cT
2−µ
2

̺ M
γ̃
∗

(τ̃1 − τ̃2)
(2+β)(2−µ)

2

‖Dũ‖
t(2−µ)

2

Lt(Br̃0 )
‖Dũ‖

µ(t+2s∗+µ−1)
2

Lt+2s∗+µ−1(Br̃0 )

+
c

(τ̃1 − τ̃2)β
‖Dũ‖1+ϑσ+αLt+2s∗+µ−1(Br̃0)

+
cMγ̃∗

h
(3+β+ǫ)(t+2s∗+µ−1)
0

(4.25)

≤ 1

4
‖Dũ‖t+2s∗+µ−1

Lt+2s∗+µ−1(Bτ̃1 )
+

cT̺M
2γ̃

2−µ
∗

(τ̃1 − τ̃2)d

(

1 + ‖Dũ‖tLt(Br̃0)

)

,

where γ̃ has been defined in (4.16), we set d := (4 + 2β + ǫ)(σ − δ + 1), and it is c ≡ c(data∗, α, t, ω).
Via Lemma 2.6 and standard manipulations we conclude with

‖Dũ‖t+2s∗+µ−1
Lt+2s∗+µ−1(B̺1 )

+ 1 ≤ cT̺M
2γ̃

2−µ
∗

(̺0 − ̺1)d

(

1 + ‖Dũ‖tLt(B̺0 )

)

.(4.27)

For simplicity from now on we allow the value of d to change from line to line, maintaining always
at most a dependency on (n, µ, q, α, t). At this stage, we only need to iterate (4.27). To this aim,
we introduce an increasing sequence of numbers {ti}i∈N∪{0} ⊂ [1,∞) so that t0 = t∗ and for i ≥ 0,
ti+1 = ti+2s∗+µ−1 = t∗+(i+1)(2s∗+µ−1) (of course ti ր ∞), parameters 0 < r2 ≤ τ2 < τ1 ≤ r1 ≤ 1,
a sequence of shrinking, concentric balls {B̺i}i∈N∪{0} such that ̺i := τ2 + (τ1 − τ2)2

−(i+2) and pick

numbers ̺i+1 ≤ τ̃i;2 < τ̃i;1 ≤ ̺i. Then set radii ςi;0 := τ̃i;2+(τ̃i;1− τ̃i;2)2−2, ςi;1 := τ̃i;2+(τ̃i;1− τ̃i;2)2−3,
r̃i;0 := (ςi;1 + ςi;0)/2, r̄i;0 := (3ςi;1 + ςi;0)/4, r̄i;1 := (5ςi;1 + ςi;0)/6, r̃i;1 := (7ςi;1 + ςi;0)/8 thus Bτ2 ⊂
B̺i+1 ⊆ Bτ̃i;2 ⊂ Br̃i;1 ⊂ Br̄i;1 ⊂ Br̄i;0 ⊂ Br̃i;0 ⊂ Bτ̃i;1 ⊂ B̺i ⊆ Bτ1 and

⋂

i∈N∪{0}B̺i = B̄τ2 , a

family of cut-off function {ηi}i∈N∪{0} ⊂ C2
c (B1) verifying 1Br̄i;1

≤ ηi ≤ 1Br̄i;0
, |Dηi| ≤ 26/(r̄i;0 − r̄i;1),
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|D2ηi| ≤ 212/(r̄i;0− r̄i;1)2, thresholds {hi}i∈N∪{0} := {2−17(τ̃i;1− τ̃i;2)}i∈N∪{0}, and a vector h ∈ Rn\{0}
so that |h| ∈ (0, hi). Given that (4.27) is true for all t ≥ t∗, we can repeat all the above procedure with
t ≡ ti, |h| ∈ (0, hi) and η ≡ ηi to derive

‖Dũ‖ti+1

Lti+1(B̺i+1
)
+ 1 ≤ ciT̺M

2γ̃
2−µ
∗

(τ1 − τ2)di

(

‖Dũ‖ti
Lti (B̺i

)
+ 1
)

,(4.28)

for ci ≡ ci(data∗, α, i, ω), di(n, µ, q, α, i) - here we incorporated any dependency of constant ci in (4.28)
on t into that on i. We then fix i ∈ N and iterate (4.28) for all j ∈ {0, · · · , i} to get

‖Dũ‖ti+1

Lti+1 (B̺i+1
)
+ 1 ≤ Ti+1

̺ M
2(i+1)γ̃

2−µ
∗





i
∏

j=0

cj
(τ1 − τ2)dj





(

‖Dũ‖t0Lt0(B̺0)
+ 1
)

.(4.29)

The very definition of exponents ti’s yield that ti+1 > t0 = t∗ > 1, so in (4.29) we apply the interpolation
inequality

‖Dũ‖Lt0(B̺0 )
≤ ‖Dũ‖χi+1

Lti+1(B̺0 )
‖Dũ‖1−χi+1

L1(B̺0 )
,

with numbers χi+1 ∈ (0, 1) solving

1

t0
=
χi+1

ti+1
+ 1− χi+1 =⇒ χi+1 =

ti+1(t0 − 1)

t0(ti+1 − 1)
.

We then recall that τ2 ≤ ̺i+1 < ̺0 ≤ τ1, so we get

‖Dũ‖ti+1

Lti+1(Bτ2 )
+ 1 ≤ ‖Dũ‖ti+1

Lti+1(B̺i+1
)
+ 1

≤ Ti+1
̺ M

2(i+1)γ̃
2−µ

∗





i
∏

j=0

cj
(τ1 − τ2)dj





(

‖Dũ‖t0χi+1

Lti+1(B̺0 )
‖Dũ‖t0(1−χi+1)

L1(B̺0 )
+ 1

)

≤ Ti+1
̺ M

2(i+1)γ̃
2−µ

∗





i
∏

j=0

cj
(τ1 − τ2)dj





(

‖Dũ‖
ti+1(t0−1)

ti+1−1

Lti+1(Bτ1 )
‖Dũ‖

ti+1−t0
ti+1−1

L1(Bτ1 )
+ 1

)

.

Now, being ti+1 > t0 it is (t0 − 1)/(ti+1 − 1) < 1, so we can use Young inequality with conjugate

exponents
(

ti+1−1
t0−1 , ti+1−1

ti+1−t0

)

to derive

‖Dũ‖ti+1

Lti+1 (Bτ2 )
≤ 1

4
‖Dũ‖ti+1

Lti+1 (Bτ1 )

+T

(i+1)(ti+1−1)

ti+1−t0
̺ M

2γ̃(i+1)(ti+1−1)

(2−µ)(ti+1−t0)

∗





i
∏

j=0

cj
(τ1 − τ2)dj





ti+1−1

ti+1−t0
(

‖Dũ‖L1(Bτ1 )
+ 1
)

.(4.30)

Lemma 2.6 then gives

‖Dũ‖Lti+1(Br2 )
≤ ciT

(i+1)(ti+1−1)

ti+1(ti+1−t0)

̺ M

2γ̃(i+1)(ti+1−1)

ti+1(2−µ)(ti+1−t0)

∗
(τ1 − τ2)di

(

‖Dũ‖L1(Br1)
+ 1
)

1
ti+1

,

for constants ci ≡ ci(data∗, α, i, ω), di ≡ di(n, µ, q, α, i) that are possibly different from those displayed
in (4.30) but share the same dependencies. In the previous inequality we bound

(i+ 1)(ti+1 − 1)

ti+1(ti+1 − t0)
=

1

2s∗ + µ− 1

(

1− 1

ti+1

)

≤ 1

2s∗ + µ− 1
,

and routine manipulations eventually yield

‖Dũ‖Lti+1(Br2 )
≤ ciT

1
2s∗
̺ M

2γ̃
(2−µ)(2s∗+µ−1)
∗

(r1 − r2)di

(

‖Dũ‖L1(Br1)
+ 1
)

1
ti+1

,(4.31)

for ci ≡ ci(data∗, α, i), di ≡ di(n, µ, q, α, i, ω). Next, observe that by (4.5), (4.15) and (4.16) it is

(4.32)
2γ̃

2s∗ + µ− 1

(4.17)
=

2max{µ− 1, (2− µ)ω}
3− µ+ 2α− 2q − ω(2− µ)

<
2max{µ− 1, ω}

1 + α− q
= γµ;ω .
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Moreover, thanks to the same arguments in (4.32), we can easily make the integrability gain in (4.31)
independent of both, µ and ω. In fact, by the definition of the ti’s we have

ti+1 = t∗ + (i+ 1)(2s∗ + µ− 1)
(4.15)

≥ t∗ + (i+ 1)(1 + α− q) =: t̃i+1 ≡ t̃i+1(q, α, i),

thus by (4.32) and Hölder inequality, (4.31) becomes

‖Dũ‖
Lt̃i+1 (Br2)

.n ‖Dũ‖Lti+1(Br2 )

≤ ciT
1

2s∗
̺ M

γµ;ω
2−µ
∗

(r1 − r2)di

(

‖Dũ‖L1(Br1 )
+ 1
)

1
ti+1 ≤ ciT

1
2s∗
̺ M

γµ;ω
2−µ
∗

(r1 − r2)di

(

‖Dũ‖L1(Br1 )
+ 1
)

1
t̃i+1 .

Finally, whenever 1 ≤ p < ∞ is a number, we can find ip ≡ ip(q, α, p) ∈ N such that t̃ip+1 ≥ p, and
(4.34) holds true by Hölder inequality, after setting r1 = 1, r2 = τ ∈ (0, 1), and scaling back on B̺(x0).

Proposition 4.1. Under assumptions (1.2)1, (4.1) and (4.3), let B ⋐ 2B ⋐ Ω be concentric balls, and

u ∈ (u0 +W 1,q
0 (B)) ∩ Kψ(B) ∩C1

loc(B) be the solution of Dirichlet problem (4.8) with obstacle function

ψ satisfying (2.21), boundary datum u0 as in (4.7), exponents (µ, q) verifying (4.5), and threshold

ω∗ ≡ ω∗(µ, q, α) ∈ (0, 1/2) from (4.15)2. For every ball B̺(x0) ⊂ B2̺(x0) ⋐ B, constants

(4.33) max
{

1, ‖Du‖L∞(B̺(x0))

}

≤ M∗,

and any p ∈ [1,∞), τ ∈ (0, 1), ω ∈ (0, ω∗) it holds

(4.34) ‖Du‖Lp(Bτ̺(x0)) ≤
cM

γµ;ω
2−µ
∗

̺dτd(1− τ)d

(

1 + ‖u0‖dL∞(B)

)

(

1 + ‖Du‖
1
p

L1(B̺(x0))

)

,

where γµ;ω ≡ γµ;ω(µ, q, α, ω) is defined in (4.16)2, and it is c ≡ c(data∗(B), p, ω), d ≡ d(n, µ, q, α, p).

We conclude this section with some comments on our hybrid fractional Moser technique, possible
variants and extensions.

Remark 4.1. The iteration built in Section 4.3 is probably the most extreme version of fractional Moser
iteration available, as it exploits till the very end, and in a quantitative way, the interpolation principle
of trading control on the oscillation for size properties of functions. In fact, the ultimate goal of the
whole machinery designed above is estimating certain Besov norms of minima with arbitrarily high
integrability power and fractional differentiability rate slightly larger than one, i.e.,

(4.35)

∫

∣

∣

∣

∣

∣

τ2h ũ

|h|1+ǫ

∣

∣

∣

∣

∣

t+2s∗+µ−1

dx <∞ for all 1 ≤ t <∞,

that eventually embed into all Sobolev spaces (except of course W 1,∞). This immersion requires
"sacrificing" the very small ǫ > 0 in (4.35) that makes the differentiability rate larger than one. Such
a tiny differentiability amount gets lost in the iteration previously employed in [DM24], while here
it is preserved to maximise the nonuniformity range at the cost of the appearance of a power of the
L∞-norm of the gradient among the bounding constants. The drawback is that to achieve meaningful
estimates, our linear iteration needs to be coupled with a De Giorgi type iteration that grants the
possibility of reabsorbing constants depending on ‖Dũ‖L∞ and eventually leads to uniform Lipschitz
bounds. It is anyway possible to directly apply [DM24, Proposition 7.1] with the formal choice p = 2−µ
there and follow our strategy to deal with the obstacle constraint to derive gradient Lt-L1 estimates
for all 1 < t < ∞ and no dependency on ‖Dũ‖L∞ . The price to pay is a rather severe restriction on
the nonuniformity range: q < 1 + α/2 is required not only in this case, cf. [DM24, Display (7.9)], but
whenever fractional differentiability is involved in subquadratic problems, cf. [CM15b, Section 3.6, Step
5] and [DM20a, Theorem 3]. Nonetheless it is not difficult to see that our approach to nondifferentiable
obstacle problems combined with the fractional Moser’s iteration in [DM24] extends [DM24, Theorem
1] to (quantitatively superlinear) (p, q)-nonuniformly elliptic obstacle problems with Hölder continuous
coefficients as well as to nonautonomous, nonuniformly elliptic variational inequalities, see [DM21,
Section 11] and references therein for the Sobolev-differentiable case.
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5. Schauder estimates

In this section we design a hybrid comparison scheme eventually leading to uniform Lipschitz estimates
for solutions to problem (4.8). Throughout the whole section, we work within the setting described at
the beginning of Section 4 - in particular, (1.2), (2.19), (2.21), (4.1), (4.3), (4.7) will always be in force
together with the first restriction 1 ≤ µ ≤ 3/2.

5.1. First order scaling. Since we are after gradient boundedness, we need to adopt a different scaling
than the one used in Section 4.2, that now preserves first order information. Let u ∈ (u0 +W 1,q

0 (B)) ∩
Kψ(B) be the solution to problem (4.8), fix a ball B̺(x0) ⋐ B with radius ̺ ∈ (0, 1], blow up u

and ψ on B̺(x0) by letting ũ(x) := ̺−1u(x0 + ̺x), ψ̃(x) := ̺−1ψ(x0 + ̺x), set this time H̃(x, z) :=
L(z) + ã(x)ℓs(z)

q, where ã is the same function defined in Section 4.2, integrand L satisfies (4.1),
and notice that by scaling and (4.10), ũ ∈ C1(B1(0)) ∩ Kψ(B1(0)) is a constrained local minimizer of

functional (4.12) solving variational inequality (4.13), of course with the current definition of H̃, ũ, ψ̃
replacing those given in Section 4.2.

5.2. Auxiliary integrands and their eigenvalues. Before proceeding with our regularity estimates, fol-
lowing [DM23b, Section 3] we need to introduce some auxiliary quantities. Let B ⊆ B1 be a ball, and,
with reference to Section 5.1, we set

ãi(B) := inf
x∈B

ã(x), Hi(z;B) := L(z) + ãi(B)ℓs(z)
q,

and introduce


































λ̃1(x, |z|) := ℓ1(z)
−µ + ã(x)ℓs(z)

q−2

λ̃2(x, |z|) := ℓ1(z)
−1(g(|z|) + 1) + ã(x)ℓs(z)

q−2

λ1;i(|z|;B) := ℓ1(z)
−µ + ãi(B)ℓs(z)

q−2

λ2;i(|z|;B) := ℓ1(z)
−1(g(|z|) + 1) + ãi(B)ℓs(z)

q−2

V2
i (z1, z2;B) := |V1,2−µ(z1)− V1,2−µ(z2)|2 + ãi(B)|Vs,q(z1)− Vs,q(z2)|2.

From (4.1), [DM23b, Remark 2], and the definition of H, Hi, V
2
i it follows that















1

c
λ1;i(|z|;B)|ξ|2 ≤ 〈∂2Hi(z;B)ξ, ξ〉, |∂2Hi(z;B)| ≤ cλ2;i(|z|;B)

1

c
V2
i (z1, z2;B) ≤ 〈∂Hi(z1;B)− ∂Hi(z2;B), z1 − z2〉,

(5.1)

for all z, ξ ∈ Rn, with c ≡ c(data∗). In particular it is

(5.2)
λ2;i(|z|;B)

λ1;i(|z|;B)
≤ ℓ1(z)

µ−1(g(|z|) + 1) for all z ∈ Rn.

A crucial role in the forthcoming computations will be played by the primitives of λ̃1(x, t)t and
λ1;i(t;B)t. For (x, z) ∈ Ω× Rn, we indeed set

(5.3)























Ẽ(x, |z|) :=
∫ |z|

0

λ̃1(x, t)t dt =
1

2− µ

(

ℓ1(z)
2−µ − 1

)

+
ã(x)

q

(

ℓs(z)
q − sq

)

Ei(|z|;B) :=

∫ |z|

0

λ1;i(t;B)t dt =
1

2− µ

(

ℓ1(z)
2−µ − 1

)

+
ãi(B)

q

(

ℓs(z)
q − sq

)

,

keep in mind the definitions in (4.4), and recall [DM23b, Lemma 3.1], containing the basic properties
of Ẽ, E∗, and Ei.

Lemma 5.1. The following holds about the functions in (5.3), for all z, z1, z2 ∈ Rn, x ∈ B:

• the Lipschitz estimate

|Ei(|z1|;B)− Ei(|z2|;B)|

.µ,q

[

(|z1|2 + |z2|2 + 1)(1−µ)/2 + ãi(B)(|z1|2 + |z2|2 + s2)(q−1)/2
]

∣

∣|z1| − |z2|
∣

∣(5.4)

holds true;
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• the oscillation estimate

(5.5) |Ẽ(x, |z|)− Ei(|z|;B)| .q |ã(x) − ãi(B)|
(

ℓs(z)
q − sq

)

is verified;

• there exists constant Tµ ≡ Tµ(µ) ≥ 1 such that

(5.6) |z| ≤ 2E∗(x, |z|)
1

2−µ , |z| ≤ 2Ẽ(x, |z|) 1
2−µ , |z| ≤ 2Ei(|z|;B)

1
2−µ ,

whenever |z| ≥ Tµ;

• there exists a constant c ≡ c(µ, q, g) such that

(5.7)















|z|+ E∗(x, |z|) ≤ cH(x, z) + c

|z|+ Ẽ(x, |z|) ≤ cH̃(x, z) + c

|z|+ Ei(|z|;B) ≤ cHi(z;B) + c,

is true.

5.3. Nearly homogeneous reference estimates for nonhomogeneous integrals. In this section we derive
some L∞ and energy estimates for minima of autonomous, nonhomogeneous variational integrals. More
precisely, let Br(≡ Br(xB)) ⋐ B1 be a ball with radius r ∈ (0, r∗], f ∈ L∞(B1), and v0 ∈ W 1,∞(Br)
be functions. The threshold radius r∗ ∈ (0, 1] is taken so small that cpr∗Λ∗‖f‖L∞(B1) ≤ 1/2, where

symbol cp ≡ cp(n) denotes the constant from Poincaré inequality in W 1,1(B1). Within this setting,
in the next proposition we prove some Lipschitz and energy type reference estimates for the solution
v ∈ v0 +W 1,q

0 (Br) to Dirichlet problem

(5.8) v0 +W 1,q
0 (Br) ∋ w 7→

∫

Br

Hi(Dw;Br)− fw dx,

which exists and it is unique by superlinearity, standard direct methods and (strict) convexity argu-
ments.

Proposition 5.1. Let v ∈ v0 +W 1,q
0 (Br) be the solution of Dirichlet problem (5.8). The energy estimate

(5.9)

∫

Br

Hi(Dv;Br) dx ≤ c

∫

Br

Hi(Dv0;Br) + 1 dx,

is verified with c ≡ c(n,Λ∗, g). Moreover v ∈W 1,∞
loc (Br)∩W 2,2

loc (Br), and for every δ, δ1, δ2 ∈ (0, 1/(80n)),
there exists a threshold µ̄ ≡ µ̄(n, δ, δ1, δ2) > 1 such that

{

(δ, δ1, δ2) 7→ µ̄(n, δ, δ1, δ2) is increasing

µ̄ց 1 if at least one of δ, δ1, δ2 vanishes,

and if 1 ≤ µ < µ̄, the L∞-estimates

‖Dv‖L∞(B3r/4) ≤ c
(

1 + ‖f‖m0L∞(Br)

)

Ei

(

‖Dv0‖L∞(Br);Br

)
δ

2−µ ‖Dv0‖L∞(Br)

+c
(

1 + ‖f‖m0L∞(Br)

)

,(5.10)

and

(5.11) ‖Dv‖L∞(B3r/4) ≤ c
(

1 + ‖f‖m0L∞(Br)

)(

1 + ‖Dv0‖4qL∞(Br)

)

,

hold with c ≡ c(data∗, ‖a‖L∞(B̺(x0)), δ, δ1, δ2), m0 ≡ m0(n, δ, δ1, δ2). Finally, whenever B ⋐ Br(xB) is a

ball, and M is a positive number such that

(5.12) max
{

‖Dv‖L∞(B), 10 + Tg + Tµ

}

≤ M,

the Caccioppoli type inequality

‖D(Ei(|Dv|;Br)− κ)+‖L2(3B/4) ≤ cMδ1

|B|1/n ‖(Ei(|Dv|;Br)− κ)+‖L2(B)

+cM1−δ2‖f‖L∞(Br)‖ℓ1(Dv)δ2‖L2(B)(5.13)

is satisfied for c ≡ c(data∗, δ, δ1, δ2).
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Proof. The minimality of v ∈ v0 +W 1,q
0 (Br) grants the validity of the integral identity

(5.14)

∫

Br

〈∂Hi(Dv;Br), Dw〉 − fw dx = 0 for all w ∈W 1,q
0 (Br),

as well as of estimate
∫

Br

Hi(Dv;Br) dx ≤
∫

Br

Hi(Dv0;Br) dx+

∫

Br

|f||v − v0| dx

(2.23)

≤
(

1 + cpΛ∗‖f‖L∞(Br)r
)

∫

Br

Hi(Dv0;Br) dx + 2rTg‖f‖L∞(Br)|Br|

+cpΛ∗‖f‖L∞(Br)r

∫

Br

L(Dv) dx,

so thanks to the restrictions imposed on the threshold radius r∗ we obtain (5.9). Growth/oscillation
conditions (4.6), that obviously fit the frozen integrand Hi, and standard regularity theory [Giu03,
Chapter 8], [BM20, Section 8] imply that

(5.15) v ∈ W 1,∞
loc (Br) ∩W 2,2

loc (Br) and ∂Hi(Dv;Br) ∈W 1,2
loc (Br,Rn),

therefore equation (5.14) can be further differentiated and

(5.16)

∫

Br

〈∂2Hi(Dv;Br)DsDv,Dw〉dx = −
∫

Br

fDsw dx,

holds true for all s ∈ {1, · · · , n}, w ∈W 1,2(Br) such that supp(w) ⋐ Br. We then fix any ball B ⋐ Br,
a cut-off function η ∈ C1

c (B) with 13B/4 ≤ η ≤ 15B/6 and |Dη| . |B|−1/n, and nonnegative numbers

κ ≥ κ0 ≥ 0, and test (5.16) against map wκ := η2(Ei(|Dv|;Br)− κ)+Dsv, admissible thanks to (5.15),
and sum over s ∈ {1, · · · , n} to get via (5.1)-(5.3), (2.19) and Young inequality:

∫

B

η2|D(Ei(|Dv|;Br)− κ)+|2 dx ≤ c

∫

B

(

λ2;i(|Dv|;Br)

λ1;i(|Dv|;Br)

)2

(Ei(|Dv|;Br)− κ)2+|Dη|2 dx

+c

∫

B

f2η2ℓ1(Dv)
2 dx

≤ c

∫

B

(g(|Dv|) + 1)2ℓ1(Dv)
2(µ−1)(Ei(|Dv|;Br)− κ)2+|Dη|2 dx

+c

∫

B

f2η2ℓ1(Dv)
2 dx

≤ cM2(µ−1+ε1)

|B|2/n
∫

B

(Ei(|Dv|;Br)− κ)2+ dx

+cM2(1−ε2)‖f‖2L∞(Br)

∫

B

η2ℓ1(Dv)
2ε2 dx,(5.17)

with M as in (5.12), ε1, ε2 ∈ (0, 1) and c ≡ c(data∗, ε1, ε2), see also [DM23b, Proposition 4.1]. Choosing

(5.18) 1 ≤ µ < 1 +
δ1
2
, 0 < ε1 <

δ1
2
, ε2 = δ2,

and recalling that η ≡ 1 on 3B/4 we obtain (5.13) with constants now depending on (data∗, δ1, δ2).
Back to (5.17), Sobolev embedding theorem eventually yields

(

∫

−
B/2

(Ei(|Dv|;Br)− κ)2χ0

+ dx

)
1

2χ0

≤ cM(µ−1+ε1)

(∫

−
B

(Ei(|Dv|;Br)− κ)2+ dx

)
1
2

+cM1−δ2‖f‖L∞(Br)|B| γn
(∫

−
B

ℓ1(Dv)
2δ2 dx

)
1
2

,(5.19)

where 1 < χ0 ≡ χ0(n) < 4 comes from Sobolev exponent, γ = 1 if n ≥ 3 and γ = 1/2 if n = 2,
and it is c ≡ c(data∗, ε1, δ2). With ς > 0, we then fix parameters 3ς/4 ≤ τ2 < τ1 ≤ 5ς/6 and
related concentric balls B3ς/4(xc) ⊂ Bτ2(xc) ⊂ Bτ1(xc) ⊂ B5ς/6(xc). Pick an arbitrary x0 ∈ Bτ2(xc)
and set r0 := (τ1 − τ2)/8, so that Br0(x0) ⊂ Bτ1(xc), observe that there is no loss of generality
in assuming ‖Dv‖L∞(B3ς/4(xc)) ≥ 10 + Tg + Tµ (otherwise there would be nothing to prove), choose
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M ≡ ‖Dv‖L∞(Bτ1 (xc)) and take B ≡ B̺(x0) ⊆ Br0(x0) being an arbitrary concentric ball in (5.19).

Lemma 2.4 applies with M0 = Mµ−1+ε1 , M1 = M1−δ2‖f‖L∞(Br), f = ℓ1(Dv)
2δ2 , σ = γ, ϑ = 1/2,

w ≡ Ei(|Dv|;Br), and gives

Ei(|Dv(x0)|;Br) ≤ c+ cM
χ0(µ−1+ε1)

χ0−1 ‖Ei(|Dv|;Br)‖L2(Br0 (x0))

+cM
µ−1+ε1
χ0−1 +(1−δ2)‖f‖L∞(Br)P

1
2
γ

(

ℓ1(Dv)
2δ2 ;x0, 2r0

)

,

for c ≡ c(data∗, ε1, δ2), which, by (2.11) with m = n+1 > n/(2γ) > 1, the arbitrariety of x0 ∈ Bτ2(xc),
and (5.6)3 implies

Ei

(

‖Dv‖L∞(Bτ2 (xc));Br

)

≤ c

(τ1 − τ2)n/2
‖Dv‖

χ0(µ−1+ε1)

χ0−1

L∞(Bτ1 (xc))
Ei

(

‖Dv‖L∞(Bτ1 (xc));Br

)
1
2 ‖Ei(|Dv|;Br)‖

1
2

L1(B5ς/6(xc))

+ c‖Dv‖
µ−1+ε1
χ0−1 +1−δ2

L∞(Bτ1 (xc))
‖f‖L∞(Br)

∥

∥

∥

∥

P
1
2
γ

(

ℓ1(Dv)
2δ2 ; ·, (τ1 − τ2)/4

)

∥

∥

∥

∥

L∞(Bτ2(xc))

+ c

≤ c

(τ1 − τ2)n/2
Ei

(

‖Dv‖L∞(Bτ1 (xc));Br

)

χ0(µ−1+ε1)

(χ0−1)(2−µ)
+ 1

2 ‖Ei(|Dv|;Br)‖
1
2

L1(B5ς/6(xc))

+ cEi

(

‖Dv‖L∞(Bτ1 (xc));Br

)

µ−1+ε1+(χ0−1)(1−δ2)

(χ0−1)(2−µ) ‖f‖L∞(Br)‖ℓ1(Dv)2−µ‖
δ2

2−µ

L1(B5ς/6(xc))
+ c,

(5.20)

where we used that 1 ≤ µ ≤ 3/2 and δ2 < (2− q)/(80n) < 1/(80n) thus 2δ2(n+ 1) < 1/2 ≤ 2− µ, and
it is c ≡ c(data∗, ε1, δ2). Enforcing the bounds imposed on the size of µ, ε1 as

(5.21)























1 ≤ µ < 1 + min

{

δ1
80
,
δ2(χ0 − 1)

4χ0
,

δ(χ0 − 1)

4(4χ0 + δ(3χ0 − 1))
,
δδ2(χ0 − 1)

4χ0(2 + δ)
,
δ2

210

}

=: µ̄

0 < ε1 < min

{

δ1
80
,
δ2(χ0 − 1)

4
,
δ(χ0 − 1)

4χ0(2 + δ)
,
δδ2(χ0 − 1)

4(2 + δ)

}

,

we obtain:7

χ0(µ− 1 + ε1)

(χ0 − 1)(2− µ)
+

1

2
<

1 + δ

2 + δ
,

µ− 1 + ε1 + (χ0 − 1)(1− δ2)

(χ0 − 1)(2− µ)
< 1,

δ2(χ0 − 1)

(χ0 − 1)δ2 − ε1 − χ0(µ− 1)
< 1 +

δ

2
,

so in (5.20) we can apply (2.11) and Young inequality with conjugate exponents
(

2 + δ

1 + δ
, 2 + δ

)

,

(

(χ0 − 1)(2− µ)

(χ0 − 1)(1− δ2) + µ− 1 + ε1
,

(χ0 − 1)(2− µ)

δ2(χ0 − 1)− χ0(µ− 1)− ε1

)

,

and recall that

‖Dv‖L∞(Bτ2 (xc)) ≥ 10 + Tg + Tµ
(5.6)3=⇒ Ei

(

‖Dv‖L∞(Bτ2 (xc));Br

)

≥ 1

to get

Ei

(

‖Dv‖L∞(Bτ2 (xc));Br

)

≤ c

(τ1 − τ2)n/2
Ei

(

‖Dv‖L∞(Bτ1 (xc));Br

)
1+δ
2+δ ‖Ei(|Dv|;Br)‖

1
2

L1(B5ς/6(xc))
+ c

+ c‖f‖L∞(Br)Ei

(

‖Dv‖L∞(Bτ1 (xc));Br

)

µ−1+ε1+(χ0−1)(1−δ2)

(χ0−1)(2−µ) ‖ℓ1(Dv)2−µ‖
δ2

2−µ

L1(B5ς/6(xc))

≤ 1

4
Ei

(

‖Dv‖L∞(Bτ1 (xc));Br

)

+
c

(τ1 − τ2)n(1+δ/2)
‖Ei(|Dv|;Br)‖1+

δ
2

L1(B5ς/6(xc))

7Notice that since δ, δ1, δ2 ∈ (0, 1/(80n)) all quantities involved in (5.21) are well-defined.
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+ c

(

‖f‖L∞(Br(xB))‖ℓ1(Dv)2−µ‖
δ2

2−µ

L1(B5ς/6(xc))

)

(χ0−1)(2−µ)

(χ0−1)δ2−χ0(µ−1)−ε1

+ c

≤ 1

4
Ei

(

‖Dv‖L∞(Bτ1 (xc));Br

)

+ c

(

1 + ‖f‖
(χ0−1)(2−µ)

(χ0−1)δ2−χ0(µ−1)−ε1

L∞(Br)

)

,

+
c

(τ1 − τ2)n(1+δ/2)

(

1 + ‖f‖
(χ0−1)(2−µ)

(χ0−1)δ2−χ0(µ−1)−ε1

L∞(Br)

)

‖Ei(|Dv|;Br)‖1+
δ
2

L1(B5ς/6(xc))
,

(5.22)

with c ≡ c(data∗, δ, δ1, δ2). An application of Lemma 2.6 yields

Ei

(

‖Dv‖L∞(B3ς/4(xc));Br

)

≤ c
(

1 + ‖f‖m0(2−µ)L∞(Br)

)

‖Ei(|Dv|;Br)‖1+
δ
2

L1(B5ς/6(xc))
+ c

(

1 + ‖f‖m0(2−µ)L∞(Br)

)

,

(5.23)

where we set m0 := (χ0 − 1)((χ0 − 1)δ2 − χ0(µ− 1)− ε1)
−1, and it is c ≡ c(data∗, δ, δ1, δ2). Letting in

particular Bς(xc) ≡ Br and setting for simplicity F := 1+ ‖f‖m0(2−µ)L∞(Br)
, we can further manipulate (5.23)

to get:

Ei

(

‖Dv‖L∞(B3r/4);Br

) (5.7)3≤ cF‖Hi(Dv;Br)‖1+
δ
2

L1(Br)
+ cF

(5.9)

≤ cF‖Hi(Dv0;Br)‖1+
δ
2

L1(Br)
+ cF

(4.1)2≤ cF‖Hi(Dv0;Br)‖
δ
2

L∞(Br)
g

(

‖Dv0‖L∞(Br)

)

‖Dv0‖L∞(Br)

+cF‖Hi(Dv0;Br)‖
δ
2

L∞(Br)
ãi(Br)ℓs

(

‖Dv0‖L∞(Br)

)q

+ cF

(2.19),(5.6)3≤ cF‖Hi(Dv0;Br)‖
3δ
4 +µ−1

L∞(Br)
Ei

(

‖Dv0‖L∞(Br);Br

)

+cF‖Hi(Dv0;Br)‖
δ
2

L∞(Br)
Ei

(

‖Dv0‖L∞(Br);Br

)

+ cF

(5.21)

≤ cFEi

(

‖Dv0‖L∞(Br);Br

)δ

Ei

(

‖Dv0‖L∞(Br);Br

)

+ cF,

for c ≡ c(data∗, δ, δ1, δ2). Since Ei is monotone increasing, convex, and Ei(0) = 0, its inverse E
−1
i is

increasing and concave with E−1
i (0) = 0, so it is subadditive cf. [DM23b, page 20], therefore we can

apply on both sides of the previous inequality E
−1
i to derive (5.10).8 Recalling that,

1 ≤ µ
(5.21)

≤ 3/2 =⇒ Ei(|z|;Br) ≤ c+ c|z|2q,
with c ≡ c(µ, q, ‖a‖L∞(B̺(x0))), we further obtain another (very rough) L∞-estimate for Dv, i.e. (5.11),
that is a direct consequence of (5.10) and of the previous display. The proof is complete. �

5.4. Reverse Hölder inequality on level sets. Our main goal is the proof of the following lemma, that
will be carried out in several steps accounting for various hybrid comparison arguments aimed at
establishing the membership of the solution of problem (4.8) to suitable fractional De Giorgi classes.

Lemma 5.2. Under assumptions (1.2), (2.19)-(2.21), (4.1), (4.3) and (4.7), let B ⊂ 2B ⋐ Ω be con-

centric balls, and u ∈
(

u0 +W 1,q
0 (B)

)

∩ Kψ(B) be the solution of problem (4.8). For any δ, δ1, δ2 ∈
(0, (2 − q)/(80n)), κ ≥ 0, there is a threshold µmax ≡ µmax(n, q, α, δ, δ1, δ2) > 1 and positive exponents

t1 ≡ t1(δ1), t2 ≡ t2(µ, δ, δ2) such that if 1 ≤ µ < µmax and M̄ ≥ 1 is any number satisfying

(5.24) M̄ ≥ max
{

‖E∗(·, |Du|)‖L∞(B̺(x0)), 10 + Tg + Tµ

}

,

the reverse Hölder inequality

‖(E∗(·, |Du|)− κ)+‖L2χ(B̺/2(x0)) ≤ cM̄
t1‖(E∗(·, |Du|)− κ)+‖L2(B̺(x0)) + cM̄

t2̺
α
2 ‖ℓ1(Du)‖2L4(B̺(x0))

(5.25)

8Keep in mind that in the large E
−1
i grows like t1/(2−µ) .
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holds true for some χ ≡ χ(n, α) > 1 and c ≡ c(data(B), δ, δ1, δ2).

Proof. Let ũ ∈ C1(B1) ∩ Kψ̃(B1) be the rescaled map defined in Section 5.1, set

f∞ := ‖ div(∂L(Dψ))‖L∞(B̺(x0)) + 4nq
(

‖a‖L∞(B̺(x0)) + 1
)

‖|Dψ|q−2D2ψ‖L∞(B̺(x0)),

h∞ := 1 + 40(cpΛ∗ + 1)f∞,

and observe that

(5.26) ‖ div(∂Hi(Dψ̃;B))‖L∞(B1) ≤ ̺f∞ ≤ f∞ for all balls B ⊆ B1.

Fix β0 ∈ (0, 1), pick a vector h ∈ Rn such that |h| ∈
(

0,min{2−8/β0 , h
−1/β0
∞ }

)

and with xc ∈ B 1
2+2|h|β0

introduce balls Bh := B|h|β0 (xc) that, by construction, verify inclusion 8Bh ⋐ B3/4 ⊂ B1. We stress

that (4.10) assures that numbers
(5.27)

M1 ≥ max
{

10 + Tg + Tµ, ‖Du‖L∞(B̺(x0))

}

, M2 ≥ max
{

10 + Tg + Tµ, ‖E∗(·, |Du|)‖L∞(B̺(x0))

}

are finite. Finally, notice that (1.2) guarantees that a restriction of the form 1 ≤ µ < 2 + α− q makes
sense. As a consequence,

(5.28) q < 2− µ+ α,

so we slightly restrict the range of admissibility of parameters δ, δ1, δ2 from Proposition 5.1, i.e. take
δ, δ1, δ2 ∈ (0, (2− q)/(80n)),9 and set

(5.29) µmax := min {µ̄, 2− q + α} > 1,

where 3/2 > µ̄ ≡ µ̄(n, δ, δ1, δ2) > 1 is the same limiting quantity devised in Proposition 5.1, and
permanently work under condition 1 ≤ µ < µmax. For the sake of exposition, the reminder of the proof
is split in three steps eventually yielding (5.25).

Step 1: comparison. Let v ∈ ũ+W 1,q
0 (8Bh) be the solution of problem

(5.30) ũ+W 1,q
0 (8Bh) ∋ w 7→ min

∫

8Bh

Hi(Dw; 8Bh)− fw dx,

where f := − div(∂Hi(Dψ̃; 8Bh)) ∈ L∞(B1) by means of (2.21) and (5.26). Existence and uniqueness
of v are granted by standard direct methods and strict convexity arguments, and the Euler-Lagrange
equation

(5.31)

∫

8Bh

〈∂Hi(Dv; 8Bh), Dw〉dx =

∫

8Bh

fw dx

is verified by all w ∈ W 1,q
0 (8Bh). Since Hi satisfies (5.1)1 and v = ũ ≥ ψ̃ on ∂(8Bh), a straightforward

manipulation of [Sch12, Lemma 2.1] yields that v ≥ ψ̃ on 8Bh, so v ∈ (ũ +W 1,q
0 (8Bh)) ∩ Kψ̃(8Bh).

Observe also that

(5.32) (Ei(|Dũ|; 8Bh)− κ)+ ≤ (Ẽ(x, |Dũ|)− κ)+ for all x ∈ 8Bh, κ ≥ 0.

Recalling the bound imposed on the size of |h|, we have:

8cpΛ∗‖f‖L∞(8Bh)|h|β0
(5.26)

≤ 8cpΛ∗f∞h−1
∞ ≤ 1

2
,

so the reference estimates in Proposition 5.1 apply to v: energy estimate (recall the definition of ãi in
Section 5.2)

∫

8Bh

Hi(Dv; 8Bh) dx ≤ c

∫

8Bh

Hi(Dũ; 8Bh) + 1 dx ≤ c

∫

8Bh

H̃(x,Dũ) + 1 dx(5.33)

is verified with c ≡ c(n,Λ∗, g). Moreover, for all δ, δ1, δ2 ∈ (0, (2− q)/(80n)) the Lipschitz estimates

‖Dv‖L∞(6Bh)

(5.10)

≤ c
(

1 + ‖f‖m0L∞(8Bh)

)

‖Ei(|Dũ|; 8Bh)‖
δ

2−µ

L∞(8Bh)
‖Dũ‖L∞(8Bh)

9The results in Proposition 5.1 hold unchanged if extra restrictions depending on fixed data (like q) are imposed on
the limiting threshold for parameters δ, δ1, δ2.
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+c
(

1 + ‖f‖m0L∞(8Bh)

)

(5.26)

≤ c‖Ei(|Dũ|; 8Bh)‖
δ

2−µ

L∞(8Bh)
‖Dũ‖L∞(8Bh) + c

(5.32)

≤ c‖Ẽ(·, |Dũ|)‖
δ

2−µ

L∞(8Bh)
‖Dũ‖L∞(8Bh) + c

(5.6)2≤ cM
1+δ
2−µ

2 ,(5.34)

with c ≡ c(data∗, f∞, δ, δ1, δ2), and

(5.35) ‖Dv‖L∞(6Bh)

(5.11),(5.26)

≤ c‖Dũ‖4qL∞(8Bh)
+ c

(1.2),(5.27)

≤ cM101
(5.6)3≤ cM202 ,

with c ≡ c(data∗, f∞, δ, δ1, δ2) hold true. Finally, given any ball B ⋐ 8Bh, the Caccioppoli type
inequality

‖D(Ei(|Dv|; 8Bh)− κ)+‖L2(3B/4)

(5.13)

≤ cMδ1

|B|1/n ‖(Ei(|Dv|; 8Bh)− κ)+‖L2(B)

+cM1−δ2‖f‖L∞(8Bh)‖ℓ1(Dv)δ2‖L2(B)(5.36)

is satisfied for c ≡ c(data∗, δ, δ1, δ2), and all numbers M ≥ max
{

‖Dv‖L∞(B), 10 + Tg + Tµ

}

. The

definition of M3 and the positions in (5.27) and (5.34) grant the bounds

ãi(8Bh)M
q
3 ≤ c

(

ãi(8Bh)
1/q‖Dũ‖L∞(8Bh)

)q

‖Ei(|Dũ|; 8Bh)‖
qδ

2−µ

L∞(8Bh)
+ c

≤ cM
qδ

2−µ

2

∥

∥

∥ã(·)1/qDũ
∥

∥

∥

q

L∞(8Bh)
+ c ≤ cM

1+ qδ
2−µ

2 ,(5.37)

for c ≡ c(data∗, f∞, δ, δ1, δ2). Thanks to (5.34)-(5.35), estimate (5.36) becomes

‖D(Ei(|Dv|; 8Bh)− κ)+‖L2(3B/4) ≤ cM20δ12

|B|1/n ‖(Ei(|Dv|; 8Bh)− κ)+‖L2(B)

+cM
(1−δ2)(1+δ)

2−µ

2 ‖f‖L∞(8Bh)‖ℓ1(Dv)δ2‖L2(B),(5.38)

for all balls B ⊆ 6Bh. Let us quantify the distance between Dũ and Dv. After extending v ≡ ũ in
B1 \ 8Bh, we see that function w := ũ− v is admissible in (5.31), while thanks the considerations made
immediately below (5.31), function v is a valid test function in (4.13) - more precisely

(5.39) −
∫

8Bh

〈∂H̃(x,Dũ), Dũ−Dv〉dx ≥ 0,

so we get
∫

8Bh

V2
i (Dũ,Dv; 8Bh) dx

(5.1)2≤ c

∫

8Bh

〈∂Hi(Dũ; 8Bh)− ∂Hi(Dv; 8Bh), Dũ−Dv〉dx

(5.31)
= c

∫

8Bh

〈∂Hi(Dũ; 8Bh), Dũ−Dv〉 − f(ũ − v) dx

(5.39)

≤ c

∫

8Bh

〈∂Hi(Dũ; 8Bh)− ∂H̃(x,Dũ), Dũ−Dv〉dx

+c‖f‖L∞(8Bh)

∫

8Bh

|ũ− v| dx

≤ c
(

[ã]0,α;B1 |h|β0α + ‖f‖L∞(B1)|h|β0

)

∫

8Bh

ℓ1(Dũ)
q−1|Dv −Dũ| dx

(5.27)

≤ cMq−1
1

(

[ã]0,α;B1 |h|β0α + ‖f‖L∞(B1)|h|β0

)

∫

8Bh

|Dv|+ |Dũ| dx

(5.33)

≤ cMq−1
1

(

[ã]0,α;B1 |h|β0α + ‖f‖L∞(B1)|h|β0

)

∫

8Bh

H̃(x,Dũ) + 1 dx

(5.6)2≤ cM
q−1
2−µ

2

(

[ã]0,α;B1 |h|β0α + ‖f‖L∞(B1)|h|β0

)

∫

8Bh

H̃(x,Dũ) + 1 dx,(5.40)

for c ≡ c(data∗). �
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Step 2: transfer of regularity. Before turning to the key estimate, let us add extra notation. We define
T := [ã]0,α;B1 + ‖f‖L∞(B1), and introduce exponents

(5.41) t1 := 20δ1, t2 :=
(δ + 1)(1− δ2)

2− µ
.

Notice that

(5.42) 0 < δ, δ1, δ2 <
2− q

80n
=⇒ q + 1− µ+ qδ

2− µ
+ 40δ1 <

2(1 + δ)(1 − δ2)

2− µ
= 2t2.

This will be helpful in a few lines. A quick manipulation of (5.40) yields
∫

8Bh

V2
i (Dũ,Dv; 8Bh) dx ≤ cT|h|β0αM

q−1
2−µ

2

∫

8Bh

H̃(x,Dũ) + 1 dx,(5.43)

with c ≡ c(data∗). By scaling, (4.1) and (2.21) we also record

T = ̺α[a]0,α;B̺(x0) + ̺

∥

∥

∥

∥

∥

∥

∥

div



∂L(Dψ) + q

(

inf
x∈B̺(x0)

a(x) + a∗

)

ℓs(Dψ)
q−2Dψ





∥

∥

∥

∥

∥

∥

∥

L∞(B̺(x0))

≤ ̺αc(data∗(B̺(x0))).(5.44)

Next, recalling the 1-Lipschitz character of truncations, (5.4), (2.14)1, (5.34) and (5.37) on 6Bh we
control

|(Ei(|Dũ|; 8Bh)− κ)+ − (Ei(|Dv|; 8Bh)− κ)+| ≤ |Ei(|Dũ|; 8Bh)− Ei(|Dv|; 8Bh)|
≤ c(1 + |Dũ|2 + |Dv|2) 2−µ

4 |V1,2−µ(Dũ)− V1,2−µ(Dv)|
+ cãi(8Bh)

1
2 (s2 + |Dũ|2 + |Dv|2) q

4 ãi(8Bh)
1
2 |Vs,q(Dũ)− Vs,q(Dv)|

≤ c

(

M
1+δ
2

2 + M
1
2+

qδ
2(2−µ)

2

)

Vi(Dũ,Dv; 8Bh) ≤ cM
1
2+

qδ
2(2−µ)

2 Vi(Dũ,Dv; 8Bh),(5.45)

and in a similar fashion, by (5.5) we have

|(Ẽ(x, |Dũ|)− κ)+ − (Ei(|Dũ|; 8Bh)− κ)+| ≤ |Ẽ(x, |Dũ|)− Ei(|Dũ|; 8Bh)|
.q |ãi(8Bh)− ã(x)|ℓs(Dũ)q .q [ã]0,α;B1 |h|β0αℓs(Dũ)

q.(5.46)

Basic properties of translations, Jensen inequality, (5.32), (5.33), (5.38), (5.42) and (5.43)-(5.46) then
yield
∫

Bh

|τh(Ẽ(·, |Dũ|)− κ)+|2 dx

≤ c

∫

2Bh

|Ẽ(x, |Dũ|)− Ei(|Dũ|; 8Bh)|2 dx+ c

∫

Bh

|τh(Ei(|Dũ|; 8Bh)− κ)+|2 dx

≤ c[ã]20,α;B1
|h|2αβ0

∫

B2h

ℓs(Dũ)
2q dx+ c

∫

Bh

|τh(Ei(|Dv|; 8Bh)− κ)+|2 dx

+ c

∫

2Bh

|Ei(|Dũ|; 8Bh)− Ei(|Dv|; 8Bh)|2 dx

≤ c[ã]20,α;B1
|h|2αβ0

∫

B2h

ℓs(Dũ)
2q dx+ c|h|2

∫

2Bh

|D(Ei(|Dv|; 8Bh)− κ)+|2 dx

+ cM
1+ qδ

2−µ

2

∫

2Bh

V2
i (Dũ,Dv; 8Bh) dx

≤ c[ã]20,α;B1
|h|2αβ0

∫

B2h

ℓs(Dũ)
2q dx+ c|h|2(1−β0)M

40δ1
2

∫

(8/3)Bh

(Ei(|Dv|; 8Bh)− κ)2+ dx

+ cM
2(1−δ2)(1+δ)

2−µ

2 ‖f‖2L∞(B1)
|h|2

∫

(8/3)Bh

ℓ1(Dv)
2δ2 dx+ cM

1+ qδ
2−µ

2

∫

2Bh

V2
i (Dũ,Dv; 8Bh) dx

≤ cT2|h|2αβ0

∫

B2h

ℓs(Dũ)
2q dx+ c|h|2(1−β0)M

40δ1
2

∫

(8/3)Bh

(Ẽ(x, |Dũ|)− κ)2+ dx
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+ cM
2(1−δ2)(1+δ)

2−µ

2 T2|h|2
∫

(8/3)Bh

ℓ1(Dv) dx + cM
1+ qδ

2−µ

2

∫

2Bh

V2
i (Dũ,Dv; 8Bh) dx

+ c|h|2(1−β0)M
40δ1
2

∫

(8/3)Bh

|Ei(|Dũ|; 8Bh)− Ei(|Dv|; 8Bh)|2 dx

≤ c|h|2(1−β0)M
40δ1
2

∫

8Bh

(Ẽ(x, |Dũ|)− κ)2+ dx+ cM
q+1−µ+qδ

2−µ +40δ1
2 T|h|β0α

∫

8Bh

H̃(x,Dũ) + 1 dx

+ cT2|h|2αβ0

(

∫

8Bh

ℓ1(Dũ)
2q dx+ M

2(1−δ2)(1+δ)
2−µ

2

∫

8Bh

H̃(x,Dũ) + 1 dx

)

≤ c|h|2(1−β0)M
2t1
2

∫

8Bh

(Ẽ(x, |Dũ|)− κ)2+ dx+ cT|h|αβ0M
2t2
2

∫

8Bh

ℓ1(Dũ)
4 dx,

(5.47)

with c ≡ c(data∗, f∞, δ, δ1, δ2). In (5.47) we equalize

2(1− β0) = β0α =⇒ β0 =
2

2 + α

so (5.47) becomes
∫

Bh

|τh(Ẽ(·, |Dũ|)− κ)+|2 dx ≤ c|h| 2α
2+α M

2t1
2

∫

8Bh

(Ẽ(x, |Dũ|)− κ)2+ dx

+c|h| 2α
2+α TM

2t2
2

∫

8Bh

ℓ1(Dũ)
4 dx,(5.48)

for c ≡ c(data∗, f∞, δ, δ1, δ2).

Step 3: covering. To conclude, we only need to patch up (5.48) via a dyadic covering argument. More
precisely, we take a lattice L|h|β0/

√
n of open, disjoint cubes {Q|h|β0/

√
n(y)}y∈(2|h|β0/

√
n)Zn . From this

lattice, we pick n ≈n |h|−nβ0 cubes centered at points {xc}c≤n ⊂ (2|h|β0/
√
n)Zn such that |xc| ≤

1/2 + 2|h|β0, thus determining the corresponding family {Qc}c≤n ≡ {Q|h|β0/
√
n(xc)}c≤n. Observe that,

in general, if |x| > 1/2 + 2|h|β0, then Q|h|β0/
√
n(x) ∩ B1/2 = ∅ as Q|h|β0/

√
n(x) ⊂ B|h|β0 (x) and

B|h|β0 (x) ∩B1/2 = ∅. We indeed have
∣

∣

∣

∣

∣

∣

B1/2 \
⋃

c≤n

Qc

∣

∣

∣

∣

∣

∣

= 0, Qc1 ∩Qc2 = ∅ ⇐⇒ c1 6= c2.(5.49)

Such a family of cubes corresponds to a family of balls {Bc}c≤n := {B|h|β0 (xc)}c≤n in the sense that Qc

is the largest hypercube concentric to Bc, with sides parallel to the coordinate axes. By construction
it is 8Bc ⋐ B1 for all c ≤ n. Moreover, each of the dilated balls 8Bct intersects the similar ones
8Bcs , ct 6= cs a finite, quantified number of times, depending only on n (uniform finite intersection
property). In fact, notice that the family of outer cubes {Q|h|β0 (xc)}c≤n has the same property and

Bc ⊂ Q|h|β0 (xc). This yields:

(5.50)
∑

c≤n

φ(8Bc) .n φ(B1),

for all Borel measure φ defined on B1. By (5.49) it turns out that also {Bc}c≤n is a measure covering
of B1/2, i.e.:

(5.51)

∣

∣

∣

∣

∣

∣

B1/2 \
⋃

c≤n

Bc

∣

∣

∣

∣

∣

∣

= 0.

We can then estimate
∫

B1/2

|τh(Ẽ(·, |Dũ|)− κ)+|2 dx
(5.51)

≤
∑

c≤n

∫

Bc

|τh(Ẽ(·, |Dũ|)− κ)+|2 dx

(5.48)

≤ c|h| 2α
2+α M

2t1
2

∑

c≤n

∫

8Bc

(Ẽ(·, |Dũ|)− κ)2+ dx
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+c|h| 2α
2+α TM

2t2
2

∑

c≤n

∫

8Bc

ℓ1(Dũ)
4 dx

(5.50)

≤ c|h| 2α
2+α M

2t1
2

∫

B1

(Ẽ(·, |Dũ|)− κ)2+ dx

+c|h| 2α
2+α TM

2t2
2

∫

B1

ℓ1(Dũ)
4 dx,(5.52)

with c ≡ c(data∗, f∞, δ, δ1, δ2). Estimate (5.52), Lemma 2.1 and immersion (2.6) then give

[(Ẽ(·, |Dũ|)− κ)+]γ,2;B1/2
+ ‖(Ẽ(·, |Dũ|)− κ)+‖L2χ(B1/2)

≤ cMt12 ‖(Ẽ(·, |Dũ|)− κ)+‖L2(B1) + cT
1
2 M

t2
2 ‖ℓ1(Dũ)‖2L4(B1)

,(5.53)

for all γ ∈ (0, α/(2 + α)), say γ = α/(4 + 2α), and some c ≡ c(data∗, f∞, δ, δ1, δ2). In (5.53) it is
χ := n/(n − 2γ) > 1. Scaling back on B̺(x0), setting M̄ ≡ M2, recalling the definition of the various
quantities appearing in (5.53) and of E in (4.4), and the scaling features of T in (5.44), we obtain (5.25)
after standard manipulations.

5.5. Lipschitz regularity. Let Br ⊂ B be any ball with radius r ∈ (0, 1], consider concentric balls Br/2 ⊆
Bτ2 ⋐ Bτ1 ⊆ B3r/4 and notice that there is no loss of generality is assuming that ‖E∗(·, |Du|)‖L∞(Br/2) ≥
(10 + Tg + Tµ) otherwise there would be nothing to prove. By (1.2) and (4.10), all x0 ∈ Bτ2 are
Lebesgue point for E∗(·, |Du|), see [DM21, Section 6.6], so we set r0 := (τ1 − τ2)/8 in such a way that
B2r0(x0) ⋐ Bτ1 , and, via (5.25) applied on Br0(x0) with M̄ := ‖E∗(·, |Dũ|)‖L∞(Bτ1)

(that verifies (5.24))

we can apply Lemma 2.4 choosing v(x) := E∗(x, |Du(x)|), M0 = M̄
t1 , M1 ≡ M̄

t2 , f(x) := ℓ1(Du)
4,

σ := α/2, ϑ = 1/2, κ0 = 0, χ := n/(n− 2γ) ∈ (1, 2), to get

E∗(x0, |Du(x0)|) ≤ c‖E∗(·, |Du|)‖
t1χ
χ−1

L∞(Bτ1 )
‖E∗(·, |Du|)‖L2(Br0(x0))

+c‖E∗(·, |Du|)‖
t1

χ−1+t2

L∞(Bτ1 )
P

1
2
α
2

(

ℓ1(Du)
4;x0, 2r0

)

,

for c ≡ c(data∗(B), δ, δ1, δ2). The arbitrariety of x0 ∈ Bτ2 allows passing to the supremum on both
sides of the above inequality, and derive

‖E∗(·, |Du|)‖L∞(Bτ2 )
≤ c

(τ1 − τ2)n/2
‖E∗(·, |Du|)‖

t1χ

χ−1+
1
2

L∞(Bτ1 )
‖E∗(·, |Du|)‖

1
2

L1(B3r/4)

+c‖E∗(·, |Du|)‖
t1

χ−1+t2

L∞(Bτ1 )

∥

∥

∥

∥

P
1
2
α
2

(

ℓ1(Du)
4; ·, (τ1 − τ2)/4

)

∥

∥

∥

∥

L∞(Bτ2 )

+ c

(2.11)

≤ c

(τ1 − τ2)n/2
‖E∗(·, |Du|)‖

t1χ
χ−1+

1
2

L∞(Bτ1 )
‖E∗(·, |Du|)‖

1
2

L1(B3r/4)

+c‖E∗(·, |Du|)‖
t1

χ−1+t2

L∞(Bτ1 )
‖ℓ1(Du)‖2

L
4(n+1)

α (B(3τ2+τ1)/4)
+ c,(5.54)

with c ≡ c(data∗(B), δ, δ1, δ2). At this stage we only need to tame the last term in (5.54). To this end,
we apply (4.34) on Bτ1 with τ = (3τ2 + τ1)/(4τ1), p = 4(n + 1)/α and M∗ = max{‖Du‖L∞(Bτ1 )

, 10 +

Tg + Tµ} to get

‖E∗(·, |Du|)‖L∞(Bτ2 )
≤ c

(τ1 − τ2)n/2
‖E∗(·, |Du|)‖

t1χ
χ−1+

1
2

L∞(Bτ1)
‖E∗(·, |Du|)‖

1
2

L1(B3r/4)

+
c

(τ1 − τ2)d
‖E∗(·, |Du|)‖

t1
χ−1+t2

L∞(Bτ1 )
‖Du‖4γµ;ω

L∞(Bτ1 )

(

‖Du‖
α

2(n+1)

L1(Bτ1 )
+ 1

)

(5.6)1≤ c

(τ1 − τ2)n/2
‖E∗(·, |Du|)‖

t1χ
χ−1+

1
2

L∞(Bτ1)
‖E∗(·, |Du|)‖

1
2

L1(B3r/4)

+
c

(τ1 − τ2)d
‖E∗(·, |Du|)‖

t1
χ−1+t2+8γµ;ω

L∞(Bτ1 )

(

‖Du‖
α

2(n+1)

L1(B3r/4)
+ 1

)

,(5.55)

for c ≡ c(data∗(B), δ, δ1, δ2, ω). In (5.55) there are four degrees of freedom, δ, δ1, δ2, ω that still need to
be fixed as to be able to reabsorbe the L∞-terms on the right-hand side of (5.55), and ultimately fix
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threshold µ̄ > 1 as a sole function of (n, q, α). Recalling the explicit expression of exponents t1, t2 in
(5.41), we set

m+ := 4max

{

5χ

χ− 1
,

4

1 + α− q

}

, m∗ :=
χ− 1

20χ
,

ω := δ1
(5.21)
> µ− 1, δ2 = 2δ, δ1 :=

δ2

2m+(1− δ2)
, δ :=

√

m+m∗
2(1 + m+m∗)

,

(5.56)

thus fixing dependencies δ, δ1, δ2, ω ≡ δ, δ1, δ2, ω(n, q, α), and, via (5.29), (5.21), also µ̄, µmax ≡ µ̄, µmax(n, q, α).
The positions in (5.56) and (5.41), together with the restrictions in (5.29) and (5.21), immediately imply
that


















2− µ
(5.21)
> 1− δ2

(5.41)
=⇒ 1− t2 >

2δ2

1− δ2
(5.56)
>

χt1
χ− 1

+ 8γµ;ω =⇒ t1

χ− 1
+ t2 + 8γµ;ω < 1

t1χ

χ− 1
+

1

2

(5.56)
< 1.

We can then apply Young inequality in (5.55) with conjugate exponents

(d1, d2) :=

(

2(χ− 1)

χ(2t1 + 1)− 1
,

2(χ− 1)

χ(1− 2t1)− 1

)

,

(d3, d4) :=

(

χ− 1

t1 + (χ− 1)(t2 + 8γµ;ω)
,

χ− 1

(χ− 1)(1− t2 − 8γµ;ω)− t1

)

to get

‖E∗(·, |Du|)‖L∞(Bτ2 )
≤ 1

4
‖E∗(·, |Du|)‖L∞(Bτ1 )

+
c

(τ1 − τ2)nd2/2
‖E∗(·, |Du|)‖

d2
2

L1(B3r/4)

+
c

(τ1 − τ2)dd4

(

‖Du‖
αd4

2(n+1)

L1(B3r/4)
+ 1

)

for c ≡ c(data∗(B), ‖u0‖L∞(B)). Finally, Lemma 2.6, (5.7)1, and (4.1)2 allow concluding after standard
manipulations,

‖E∗(·, |Du|)‖L∞(Br/2) ≤ c‖E∗(·, |Du|)‖bL1(B3r/4)
+ c‖ℓ1(Du)‖bL1(B3r/4)

≤ c‖H(·, Du)‖bL1(Br)
+ cr−b,

with c ≡ c(data∗(B), ‖u0‖L∞(B)) and b ≡ b(n, µ, q, α). A standard covering argument together with

the minimality of u in class (u0 +W 1,q
0 (B)) ∩ Kψ(B) grants for any open set B̃ ⋐ B,

‖E∗(·, |Du|)‖L∞(B̃) ≤ c‖H(·, Du) + 1‖bL1(B) ≤ c‖H(·, Du0)‖bL1(B) + c,

for c ≡ c(data∗(B), d(B̃, B), ‖u0‖L∞(B)). This proves the following statement.

Proposition 5.2. Under assumptions (1.2), (2.19)-(2.21), (4.1), (4.3) and (4.7), let B ⊂ 2B ⋐ Ω be

concentric balls, and u ∈ (u0 +W 1,q
0 (B)) ∩ Kψ(B) be the solution of Dirichlet problem (4.8). There

exists a threshold parameter µmax ≡ µmax(n, q, α) > 1 such that if 1 ≤ µ < µmax, then u ∈ W 1,∞
loc (B),

and whenever B̃ ⋐ B is an open set, the intrinsic Lipschitz estimate

(5.57) ‖E∗(·, |Du|)‖L∞(B̃) ≤ c‖H(·, Du0)‖bL1(B) + c,

holds true with c ≡ c(data∗(B), d(B̃, B), ‖u0‖L∞(B)) and b ≡ b(n, µ, q, α).

5.6. Gradient Hölder continuity. Once derived uniform Lipschitz bounds for solutions to (4.8), the
approach to gradient Hölder continuity gets closer to the classical, uniformly elliptic case, cf. [DM23b,

Section 5.9], and [FM00, Section 3]. We fix an open set B̃ ⋐ B and observe that given any ball Br ⊆ B̃,
and constant H0 ≥ 1 such that

(5.58) 1 + ‖u0‖L∞(B) + ‖H(·, Du0)‖L1(B) ≤ H0,

estimate (5.57) can be turned into

‖Du‖L∞(Br) ≤ ‖E∗(·, |Du|)‖
1

2−µ

L∞(Br)
≤ ‖E∗(·, |Du|)‖

1
2−µ

L∞(B̃)
≤ c‖H(·, Du0)‖

b
2−µ

L1(B) + c ≤ cH
b

2−µ

0 =: cB.

From (4.34), (5.57) and (5.58), it is evident that cB ≡ cB(data∗(B), d(B̃, B), H0) is increasing with
respect to H0, that in turn grows proportionally to ‖u0‖L∞(B) and ‖H(·, Du)‖L1(B). In the next lines



BOUNDED MINIMIZERS OF DOUBLE PHASE PROBLEMS 35

constant cB will appear possibly magnified by a multiplicative factor depending on data∗(B), or raised
to a positive power depending at most on (n, µ, q, α), but maintaining the same monotonicity with
respect to H0 - specifically, we shall keep on denoting it cB. Briefly,

(5.59)







‖Du‖L∞(Br) ≤ cB for all balls Br ⊆ B̃

H0 7→ cB(data∗(B), d(B̃, B), H0) is increasing.

We then fix a threshold

(5.60) r∗ :=

(

40cpΛ∗

(

‖ div(∂L(Dψ))‖L∞(B) + 4nq
(

‖a‖L∞(B) + 1
)

‖|Dψ|q−2D2ψ‖L∞(B)

)

+ 1

)−1

so that r∗ ≡ r∗(data∗(B)), take balls Bτ ⊂ B2τ ⊆ B̃, τ ∈ (0, r∗), set f := − div(∂Hi(Dψ;B2τ )) ∈
L∞(B), and let v1 ∈ u+W 1,q

0 (B2τ ) be the solution to Dirichlet problem

(5.61) u+W 1,q
0 (B2τ ) ∋ w 7→ min

∫

B2τ

Hi(Dw;B2τ )− fw dx,

and v2 ∈ v1 +W 1,q
0 (Bτ ) be the solution of problem

(5.62) v1 +W 1,q
0 (Bτ ) ∋ w 7→ min

∫

Bτ

Hi(Dw;B2τ ) dx.

Thanks to the restriction in (5.60), Proposition 5.1 applies twice, the first time to v1 with f defined
before, and the second to v2 with f ≡ 0, to get

(5.63) ‖Dv2‖L∞(B3τ/4) + ‖Dv1‖L∞(B3τ/2) + ‖Du‖L∞(B̃) ≤ cB.

Via (5.43) with B2τ instead of 8Bh and no scaling, (5.63), (2.14) and (5.1) we obtain

‖Du−Dv1‖L2(B3τ/2) ≤ cB‖V1,2−µ(Du)− V1,2−µ(Dv1)‖L2(B2τ )

≤ cBτ
α
2 ‖1 + H(·, Du)‖

1
2

L1(B2τ )
≤ cBτ

α
2

(

1 + ‖H(·, Du)‖
1
2

L∞(B2τ )

)

≤ cBτ
α
2 ,(5.64)

and, recalling the expression of the Euler-Lagrange equations related to problems (5.61)-(5.62), we
further obtain

‖Dv1 −Dv2‖L2(B3τ/4) ≤ cB‖V1,2−µ(Dv1)− V1,2−µ(Dv2)‖L2(Bτ )

(5.1)2≤ cB‖〈∂Hi(Dv1;B2τ )− ∂Hi(Dv2;B2τ ), Dv1 −Dv2〉‖
1
2

L1(Bτ )

≤ cB‖f‖
1
2

L∞(B)‖v1 − v2‖
1
2

L1(Bτ )

≤ cBτ
1
2 ‖Dv1 −Dv2‖

1
2

L1(Bτ )

≤ cBτ
1
2 ‖1 + Hi(Dv1;B2τ )‖

1
2

L1(Bτ )
≤ cBτ

1
2 ,(5.65)

so, merging the two previous displays we obtain

(5.66) ‖Du−Dv2‖L2(B3τ/4) ≤ cBτ
α
2 .

Moreover, by (5.15)-(5.16) (with Br(xB) = B3τ/4, v = v2 and f = 0) we can apply [DM23b, Proposition

5.6]10 to deduce the existence of some

(5.67) γ∗ ≡ γ∗(data∗(B), d(B̃, B), H0) ∈ (0, 1) nonincreasing in H0,

such that

(5.68) osc
B3θτ/4

Dv2 ≤ cBθ
γ∗ for all θ ∈ (0, 1).

Combining (5.66)-(5.68) on any ball Bσ ⊂ B3τ/4 we obtain

‖Du− (Du)Bσ‖L2(Bσ) ≤ 2‖Du−Dv2‖L2(Bσ) + 2‖Dv2 − (Dv2)Bσ‖L2(Bσ)

≤ cB
(

τ/σ
)

n
2 τ

α
2 + cB

(

σ/τ
)γ∗

,

10Our assumptions (2.18)-(2.19) correspond to [DM23b, (1.11)-(1.12)], but we do not need to impose [DM23b, (1.13)]
thanks to the first point in Remark 2.1.
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so we can equalize above with the choice σ = (3τ/4)
n+2γ∗+α
n+2γ∗ to derive the integral oscillation estimate

(5.69) ‖Du− (Du)Bσ‖L2(Bσ) ≤ cBσ
αγ∗

n+2γ∗+α ,

where cB and γ∗ behave as indicated in (5.59)2 and (5.67) respectively. Let us point out that if 3τ/4 ≤
σ ≤ 2τ , estimate (5.69) trivially follows. Set β∗ := αγ∗/(n+2γ∗+α), and notice that it shares the same
monotonicity as γ∗ in (5.67). A standard covering argument and Campanato-Meyers characterization

of Hölder continuity yields that Du is locally Hölder continuous in B̃, and, thanks to the arbitrariety
of B̃ ⋐ B we further deduce the local Hölder continuity of Du in B. Specifically, given any open subset
B̃ ⋐ B it is [Du]0,β∗;B̃

≤ c, with Hölder exponent β∗ ≡ β∗(data∗(B), d(B̃, B), H0) ∈ (0, 1) featuring the

same monotonicity with respect to H0 in (5.67), and bounding constant c ≡ c(data∗(B), d(B̃, B), H0)
that in H0 behaves as in (5.59)2. The content of this section is summarized in the next proposition.

Proposition 5.3. Under assumptions (1.2), (2.19)-(2.21), (4.1), (4.3) and (4.7), let B ⊂ 2B ⋐ Ω be

concentric balls, u ∈ (u0 +W 1,q
0 (B)) ∩ Kψ(B) be the solution of Dirichlet problem (4.8), and H0 ≥ 1

be any constant satisfying (5.58). There exists a threshold parameter µmax ≡ µmax(n, q, α) > 1 such

that if 1 ≤ µ < µmax, then Du is locally Hölder continuous in B. More precisely, given any open

subset B̃ ⋐ B, it is [Du]0,β∗;B̃
≤ c, with Hölder exponent β∗ ≡ β∗(data∗(B), d(B̃, B), H0) ∈ (0, 1), and

bounding constant c ≡ c(data∗(B), d(B̃, B), H0) featuring the following monotonicity:

(5.70)

{

H0 7→ β∗(data∗(B), d(B̃, B), H0) decreasing,

H0 7→ c(data∗(B), d(B̃, B), H0) increasing.

6. Approximation scheme and proof of Theorems 1-2, and Corollary 1.1

In this section we collect the content of Sections 4-5, and design a suitable approximation scheme
leading to the proof of Theorem 2 (that in turn implies Theorem 1) and of Corollary 1.1.

Approximation scheme. Let B ⊂ 2B ⋐ Ω be a ball, ψ be as in (2.21), and u ∈ K
ψ
loc(Ω) be a lo-

cal minimizer of functional H. By Corollary 3.1, (2.21) and Remark 2.1, there exists a sequence
{ũε}ε>0 ∈ W 2,∞(B) ∩ Kψ(B) - of course we can assume with no loss of generality that 0 < ε <
min{1, dist(B, ∂Ω)/4} - such that

(6.1)

ũε → u strongly in W 1,1(B), H(ũε;B) → H(u;B),

‖ũε‖L∞(B) ≤ 4max
{

‖u‖L∞(2B), ‖ψ‖L∞(2B)

}

=: S.

We then regularize integrand L in (2.17)-(2.19) by convolution in the gradient variable, i.e. given a
sequence {φδ(x)}δ>0 := {δ−nφ(x/δ)}δ>0 ⊂ C∞(Rn) of nonnegative, radially symmetric mollifiers, we
define Lδ(z) := (L ∗ φδ)(z), and observe that, after straightforward manipulations cf. [DM20a, Section
4.5], the newly defined integrand satisfies (4.1). We then set

(6.2) σε :=
(

1 + ε−1 + ε−1‖Dũε‖qLq(B)

)−1

=⇒ σε

(

1 + ‖Dũε‖qLq(B)

)

= o(ε) → 0,

define aε(x) := a(x) + σε, ℓδ(z) := ℓs+δ(z), name

Hδ;ε(x, z) := Lδ(z) + aε(x)ℓδ(z)
q, λ1;δ;ε(x, |z|) := ℓ1(z)

−µ + aε(x)ℓδ(z)
q−2,

Hε(x, z) := L(z) + aε(x)ℓs(z)
q,

Eδ;ε(x, |z|) :=
∫ |z|

0

λ1;δ;ε(x, t)t dt =
1

2− µ

(

ℓ1(z)
2−µ − 1

)

+
aε(x)

q

(

ℓδ(z)
q − (s+ δ)q

)

,

and introduce the corresponding regularized functionals, well defined whenever w ∈W 1,q(B),

Hδ;ε(w;B) :=

∫

B

Hδ;ε(x,Dw) dx and Hε(w;B) :=

∫

B

Hε(x,Dw) dx.

Integrand Hδ;ε is of the same type considered in Section 4, i.e. (4.1), (4.3) and (4.6) hold with Λ∗ ≡
Λ∗(n,Λ, g, µ, q), s replaced by s + δ and c̃ ≡ c̃(Λ∗, g, q, ‖a‖L∞(Ω), s, δ), therefore there exists uδ;ε ∈
(ũε +W 1,q

0 (B)) ∩ Kψ(B), unique solution to Dirichlet problem

(6.3) (ũε +W 1,q
0 (B)) ∩ Kψ(B) ∋ w 7→ minHδ;ε(w;B),
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to whom all the regularity results obtained in Sections 4-5 apply. In particular, the content of Section
4.1 yields that

(6.4) ‖uδ;ε‖L∞(B) ≤ S.

Notice also that by (4.2), the mean value theorem and (2.19) it is

|Lδ(z)− L(z)|+ |ℓδ(z)q − ℓs(z)
q| ≤ cδ(g(|z|) + 1) + cδℓ1(z)

q−1 ≤ cδℓ1(z)
q−1,(6.5)

for c ≡ c(data0), so keeping in mind that Dũε ∈ L∞(B,Rn), and Duδ;ε ∈ Lq(B,Rn), thanks to (6.5),
(6.2), and (4.1)2 it follows that

‖Hδ;ε(·, Dũε)− H(·, Dũε)‖L1(B) . δ
(

‖ℓ1(Dũε)‖q−1
L∞(B) + 1

)

+ σε‖ℓ1(Dũε)‖qLq(B) ≡ oε(δ) + o(ε),

|Hε(uδ;ε;B)−Hδ;ε(uδ;ε;B)| . δ + δ‖g(|Duδ;ε|)‖L1(B) + δ‖aε(·)|Duδ;ε|q‖
q−1
q

L1(B) . δ + δHδ;ε(uδ;ε;B)
q−1
q

(6.6)

up to constants depending on (data0, ‖a‖L∞(B)). By (6.3), (6.6) and (6.1) we then have






Hδ;ε(uδ;ε;B) ≤ Hδ;ε(ũε;B) ≤ H(ũε;B) + oε(δ) + o(ε) ≤ H(u;B) + oε(δ) + o(ε),

Hε(uδ;ε;B) ≤ H(u;B) + oε(δ) + o(ε) + o(δ),
(6.7)

thus for fixed ε > 0 we can find a subsequence {uδ;ε}δ>0 ⊂ (ũε +W 1,q
0 (B)) ∩ Kψ(B) such that

(6.8) uδ;ε ⇀δ→0 uε ∈ (ũε +W 1,q
0 (B)) ∩ Kψ(B) weakly in W 1,q(B).

In (6.7)2 we first send δ → 0, use (6.8) and W 1,q-weak lower semicontinuity, to deduce

(6.9) Hε(uε;B) ≤ H(u;B) + o(ε).

Estimate (6.9), (2.18)1 and Dunford & Pettis and de la Vallée Poussin theorem yield that

(6.10) there exists ū ∈ (u+W 1,1
0 (B)) ∩ Kψ(B) such that uε ⇀ ū weakly in W 1,1(B).

As ε→ 0 in (6.9), by weak lower semicontinuity and minimality we derive

H(ū;B) ≤ lim inf
ε→0

Hε(uε;B) ≤ lim sup
ε→0

Hε(uε;B) ≤ H(u;B) ≤ H(ū;B),

which by standard strict convexity arguments (recall that Kψ(B) is a convex subset of W 1,1(B)) implies
that u ≡ ū on B.

6.1. Proof of Theorem 2. By construction, functional Hδ;ε satisfies (4.1)-(4.6), and obstacle ψ is as in

(2.21), so Propositions 5.2 and 5.3 apply. Specifically, letting B̃ ⋐ B be an open subset,

(6.11) H0 := 4 + 4max{‖u‖L∞(2B), ‖ψ‖L∞(2B)}+H(u;B),

cf. (5.58), (6.1)3 and (6.7)2 - estimates

(6.12)



















‖Eδ;ε(·, |Duδ;ε|)‖L∞(B̃) ≤ cHδ;ε(ũε;B)b + c, [Duδ;ε]0,β∗;B̃
≤ cB

c ≡ c(data(B), d(B̃, B), ‖ũε‖L∞(B))

β∗, cB ≡ β∗, cB(data(B), d(B̃, B), ‖ũε‖L∞(B),Hδ;ε(ũε;B)),

hold true. Looking at the monotonicity of c and β∗, cB in ‖ũε‖L∞(B) and (‖ũε‖L∞(B),Hδ;ε(ũε;B))
respectively, cf. (5.70), and keeping in mind (6.11), by (6.1)3 and (6.7) we can update the dependencies

of c, cB , β∗ as c ≡ c(data(2B), d(B̃, B)) and β∗, cB ≡ β∗, cB(data(2B), d(B̃, B),H(u;B)) by slightly
increasing c and cB, and slightly decreasing β∗ (without relabelling). This together with (6.7) turns
(6.12) into

(6.13) ‖Eδ;ε(·, |Duδ;ε|)‖L∞(B̃) ≤ cH(u;B)b + c and [Duδ;ε]0,β∗;B̃
≤ cB,

with the stated dependencies of bounding constants and Hölder exponent. We can then (locally) update

the convergence in (6.8) as uδ;ε ⇀
∗ uε weak∗ in W 1,∞(B̃), observe that

|z|2−µ + a(x)ℓs(z)
q .µ,q,‖a‖L∞(B)

Eδ;ε(x, |z|) + 1,
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and send δ → 0 in (6.13) to get

‖Duε‖2−µL∞(B̃)
+ ‖a(·)ℓs(Duε)q‖L∞(B̃) ≤ cH(u;B)b + c.

Thanks to (6.10) and weak∗-convergence we obtain (1.5). The local Hölder continuity of Du then

follows via Arzela-Ascoli theorem after passing to the limit in (6.13)2 on B̃ and Du ∈ C0,β(B̃,Rn) for
all β ∈ (0, β∗). A standard covering argument then completes the proof.

6.2. Proof of Theorem 1. Theorem 1 is a direct consequence of Theorem 2: in fact, the (formal) choice
ψ ≡ −∞ allows restoring the unconstrained setting (see comments immediately above Remark 2.1).
Moreover, the logarithmic integrand L(z) := |z| log(1 + |z|) is covered by (2.18), as well as the singular
case s = 0 is admissible for the q-power component of (1.4). The assumptions of Theorem 2 are then
satisfied and the gradient local Hölder continuity of a priori bounded minimizers follows, together with
Lipschitz estimate (1.3).

6.3. Proof of Corollary 1.1. Once known the local gradient Hölder continuity from Theorem 2, the
improvement in the nonsingular case s > 0 can be derived by adapting the arguments in [DM23b, Section
5.11]. By assumptions, in (1.4) integrand L is locally C2-regular and s > 0, so we can directly work on
the original minimizer, that thanks to Theorem 2 is already β-Hölder continuous for some β ∈ (0, 1).

Moreover, from Theorem 2 we know that once fixed open sets B̃ ⋐ B ⊂ 2B ⋐ Ω, bound

(6.14)







‖Du‖L∞(B̃) + [Du]0,β;B̃ ≤ c0

β, c0 ≡ β, c0(data(2B), d(B̃, B),H(u;B))

holds. Of course, there in no loss of generality in assuming that 0 < β < α/2 if µ > 1 or 0 < β < α for
µ = 1, otherwise there would be nothing to prove. We then define

fB := ‖ div(∂L(Dψ))‖L∞(B) + 4nq
(

‖a‖L∞(B) + 1
)

‖|Dψ|q−2D2ψ‖L∞(B),

set threshold r∗ ∈ (0, 1] so small that

(6.15) cpΛr∗fB ≤ 1

2
=⇒ r∗ ≡ r∗(data(B)),

pick any ball Bτ (≡ Bτ (x0)) ⊂ B2τ ⋐ B̃ with radius τ ∈ (0, r∗], introduce functions

Hi;τ (z;B2τ ) := L(z) +

(

τα + inf
x∈B2τ

a(x)

)

ℓs(z)
q, fτ := − div(∂Hi;τ (Dψ;B2τ )) ∈ L∞(B),

and let v1 ∈ u+W 1,q
0 (B2τ ) be the solution of Dirichlet problem

u+W 1,q
0 (B2τ ) ∋ w 7→ min

∫

B2τ

Hi;τ (Dw;B2τ )− fτw dx,

and v2 ∈ v1 +W 1,q
0 (Bτ ) be the solution to Dirichlet problem

v1 +W 1,q
0 (Bτ ) ∋ w 7→ min

∫

Bτ

Hi;τ (Dw;B2τ ) dx.

Estimates (5.63)-(5.66) can then rearranged as

(6.16)







‖Dv2‖L∞(B3τ/4) + ‖Dv1‖L∞(B3τ/2) ≤ c

‖Du−Dv2‖2L2(B3τ/4)
≤ cτn+α,

for c ≡ c(data(2B), d(B̃, B),H(u;B)) - keep in mind (6.14). We next observe that in B3τ/4, matrix

Ai;τ (x) := ∂2Hi;τ (Dv2(x);B2τ ) is uniformly elliptic with

(6.17)
|ξ|2

c(1 + c20)
µ/2

(2.18)2≤ 〈Ai;τ (x)ξ, ξ〉 and |Ai;τ |
(2.18)2≤ c(g(c0) + 1) + c‖a‖L∞(B)s

q−2,

for c ≡ c(n,Λ, q). The availability of (6.16)-(6.17) allows us proceeding exactly as in [DM23b, Section

5.11], and eventually conclude, after a standard covering argument, that Du ∈ C
0,α/2
loc (Ω,Rn).
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Hölder improvement in the plain logarithmic case. Within the same setting as Section 6.3, assume
µ = 1, and jump back to the above comparison scheme. With v1, v2 as before, we rearrange (5.64) (see
also (5.43)) via (2.14)2 and (6.14) as

‖V1,1(Du)− V1,1(Dv1)‖L2(B2τ ) ≤ c

(

(

[a]0,α;B + 1
)

1
2 τ

α
2 + ‖fτ‖

1
2

L∞(B)τ
1
2

)

‖Du−Dv1‖
1
2

L1(B2τ )

≤ cτ
α
2 ‖V1,1(Du)− V1,1(Dv1)‖L2(B2τ )

+cτ
α
2 ‖(V1,1(Du)− V1,1(Dv1))ℓ1(Du)

1/2‖L1(B2τ )

≤
(

cr
α
2∗ +

1

4

)

‖V1,1(Du)− V1,1(Dv1)‖L2(B2τ ) + cτα‖ℓ1(Du)‖
1
2

L1(B2τ )

≤
(

cr
α
2∗ +

1

4

)

‖V1,1(Du)− V1,1(Dv1)‖L2(B2τ ) + cτα,(6.18)

for c ≡ c(data(2B), d(B̃, B),H(u;B)), while concerning estimate (5.65), by (2.14)2 and (6.16)1 we have

‖V1,1(Dv1)− V1,1(Dv2)‖L2(Bτ ) ≤ cτ
1
2 ‖fτ‖

1
2

L∞(B)‖Dv1 −Dv2‖
1
2

L1(Bτ )

≤
(

cr
1
2∗ +

1

4

)

‖V1,1(Dv1)− V1,1(Dv2)‖L2(Bτ ) + cτ‖ℓ1(Dv1)‖
1
2

L1(Bτ )

≤
(

cr
1
2∗ +

1

4

)

‖V1,1(Dv1)− V1,1(Dv2)‖L2(Bτ ) + cτ,(6.19)

with c ≡ c(data(2B), d(B̃, B),H(u;B)). We then restrict further threshold r∗ with respect to (6.15):

max

{

cpΛr∗fB, cr
α
2∗ , cr

1
2∗

}

≤ 1

4
=⇒ r∗ ≡ r∗(data(2B), d(B̃, B),H(u;B)),

so that we can reabsorbe terms in (6.18)-(6.19) and derive

‖Du−Dv2‖L2(B3τ/4)

(2.14)1≤ c‖V1,1(Du)− V1,1(Dv2)‖L2(Bτ )

≤ c‖V1,1(Du)− V1,1(Dv1)‖L2(B2τ )

+c‖V1,1(Dv1)− V1,1(Dv2)‖L2(Bτ ) ≤ cτα,(6.20)

for c ≡ c(data(2B), d(B̃, B),H(u;B)). The bound in (6.20) now updates (6.16)2, and, together with
(6.17) allows repeating verbatim the arguments in [DM23a, Section 10.1], and conclude after covering

that Du ∈ C0,α
loc (Ω,R

n) if α ∈ (0, 1) and Du ∈ C0,γ
loc (Ω,R

n) for all γ ∈ (0, 1) if α = 1. The proof is
complete.

7. Sharpness and Theorems 3-4, after Balci & Diening & Surnachev

In this section we revisit the fractal constructions developed in [BDS20,BDS23]. Our ultimate goal is
the proof of Theorems 3-4, eventually establishing the sharpness of Theorems 1-2 and of Lemma 3.2.
In the following, we shall denote Q := (−1, 1)n, often use the product notation x ≡ (x̄, xn) ∈ Rn−1×R,
and permanently work under assumption (1.6). Before proving Theorems 3-4, we need to outline some
common background.

Generalized Cantor sets. A key ingredient in these arguments is the possibility of building multidi-
mensional fractals of Cantor type with prescribed Hausdorff dimension ranging in (0, n − 1). To this
aim, fix any 0 < ε < q − 1 − α, which is possible via (1.6). Following [BDS23, Section 2.3], set
0 < λ := (1/2)(n−1)/(n−1−ε) < 1/2, and for i ∈ N define sequence {li}i∈N := {λi}i∈N. It is readily veri-
fied that {li}i∈N is decreasing with li > 2li+1 and li−1−2li > li−2li+1 for all i ∈ N, so we can apply the
standard construction of multidimensional Cantor sets to design set Cn−1

ε that is the Cartesian product
of n− 1 generalised Cantor sets defined upon sequence {li}i∈N starting from interval [−1/2, 1/2], and
the corresponding Cantor measure γn−1

ε . By [BDS23, Definition 5], it is d := dimH(C
n−1
ε ) = n− 1− ε.

Finally define

(7.1) C := Cn−1
ε × {0} ⋐ (−2/3, 2/3)n ⋐ Q.
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Technical setup. Recall from [BDS20, Lemma 5] that there exist maps χ∗, χa ∈ C∞(Rn \ C) satisfying
(7.2)

1{ dist(x̄,Cn−1
ε )≤2|xn|} ≤ χ∗ ≤ 1{ dist(x̄,Cn−1

ε )≤4|xn|}, |Dχ∗| .n |xn|−1
1{2|xn|≤ dist(x̄,Cn−1

ε )≤4|xn|}

1{ dist(x̄,Cn−1
ε )≤|xn|/2} ≤ χa ≤ 1{ dist(x̄,Cn−1

ε )≤2|xn|}, |Dχa| .n |xn|−1
1{|xn|/2≤ dist(x̄,Cn−1

ε )≤2|xn|}

Moreover pick θ ∈ C∞
c (0,∞) with 1(1/2,∞) ≤ θ ≤ 1(1/4,∞) and |θ′| ≤ 6 and introduce

Zn(x) :=
|x̄|1−n

Hn−1(∂B1)
θ

( |x̄|
|xn|

)

[

0 −x̄t
x̄ 0

]

Z :=
(

γn−1
ε × δ0

)

∗ Zn, z := div(Z),

where δ0 is the delta measure centered in zero and symbol "t" denotes transposition. By [BDS20,

Propositions 2 and 14] and [Leo09, Chapter 10.3] it is Zn ∈ W 1,1
loc (R

n,⊗2Rn) ∩ C∞(Rn \ {0},⊗2Rn),
Z ∈ W 1,1(Q,⊗2Rn) ∩ C∞(Q̄ \ C,⊗2Rn), and z ∈ L1(Q,Rn) ∩ C∞(Q̄ \ C,Rn). With χ∗, χa as in (7.2)
above and φ ∈ C1

c (Q) being such that 1(−3/4,3/4)n ≤ φ ≤ 1(−5/6,5/6)n and |Dφ| .n 1, we let

u∗(x) :=
1

2
sgn(xn)χ∗(x), ũ(x) := (1 − φ(x))u∗(x), a(x) := |xn|αχa(x)

H(x, z) := L(z) + a(x)ℓs(z)
q, G(x, |z|) := |z|g(|z|) + a(x)|z|q

b(x) := 1{ dist(x̄,Cn−1
ε )≤|xn|/2}|xn|

−ε,

(7.3)

cf. [BDS23, Definition 10 and Section 5] and [BDS20, Definitions 1 and 9 (b)]. Notice that u∗ ∈
L∞(Q̄)∩W 1,1(Q)∩C∞(Q̄\C), ũ ∈ C∞(Q̄),11 0 ≤ a(·) ∈ Cα(Q̄), cf. [Leo09, Chapter 10.3], and thanks
to [BDS20, Lemma 6 and Proposition 15] and (7.2) it is

(7.4)



































|Du∗| .n,ε |xn|−1
1{2|xn|≤ dist(x̄,Cn−1

ε )≤4|xn|}, Du∗ ∈ Lp(Q,Rn) for all p ∈ [1, 1 + ε)

b ∈ Ld(Q) for all d ∈ [1, (1 + ε)/ε), |z| .n,ε b

{x ∈ Q : |z| > 0} ⊂ {x ∈ Q : b 6= 0} ⊂ {x ∈ Q : a(x) = |xn|α}

{x ∈ Q : |Du∗| 6= 0} ⊂ {x ∈ Q : a(x) = 0}.
Let H, G be the integrals governed by integrands H, G in (7.3)2 respectively, and name H∗, G∗ their
convex conjugates. Thanks to (7.4)1,4 and (2.19) it is H(u∗;Q),G(u∗;Q) <∞. Moreover, from (7.4)3,

whenever |z|, b 6= 0 it is a(x) = |xn|α, thus

(7.5) H(x, z) ≥ |xn|α|z|q and G(x, b) ≥ |xn|αbq.
We then bound using (7.4)2,3 and (7.5),

H∗(x, z) = sup
z∈Rn

{

〈z, z〉 − H(x, z)
}

≤ sup
z∈Rn

{

〈z, z〉 − |xn|α|z|q
}

≤
(

|xn|α|z|q
)∗

.n,q,ε |xn|−
α

q−1 bq
′

,(7.6)

and in a totally similar fashion, we also get

(7.7) G∗(x, b) .n,q,ε |xn|−
α

q−1 bq
′

.

Via (7.4)2, (7.6) and (7.7) we deduce that integrals

H∗(z;Q) :=

∫

Q

H∗(x, z) dx, G∗(b;Q) :=

∫

Q

G∗(x, b) dx

are finite. More precisely, we can apply (7.6)-(7.7) to estimate

H∗(z;Q) +G∗(b;Q) ≤ c

∫

Q

|xn|−
α

q−1 bq
′

dx+ c|Q|

= c

∫

Q

1{ dist(x̄,Cn−1
ε )≤|xn|/2}|xn|

−α+εq
q−1 dx+ c|Q|

11Keep in mind the properties of u∗ and φ, and that C ⋐ (−4/6, 4/6)n.
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≤ c

∫ 1

0

t−
α+εq
q−1 Hn−1

(

dist(·,Cn−1
ε ) ≤ t/2

)

dt+ c|Q|

≤ c

∫ 1

0

t−
α+εq
q−1 +ε dt+ c|Q| ≤ c∗(n,Λ, g, q, α, ε) <∞,(7.8)

by [BDS20, Lemmas 6 (b)], that applies thanks to (1.6). Let us finally record the elementary estimate
valid whenever w1, w2 ∈W 1,1(Q) satisfy H(w1;Q) ≤ H(w2;Q) <∞. By (2.18)1 we find

G(w1;Q) ≤ ΛH(w1;Q) ≤ ΛH(w2;Q) ≤ 2qΛ2G(w2;Q) + 2q+2Λ2|Q| =: c̃
(

G(w2;Q) + |Q|
)

,(7.9)

with c̃ ≡ c̃(Λ, q) ≥ 1.

Energy estimates. This is the core (abstract) part of the proof. Observe first that by (7.3)2, (7.4)1,4,

(2.18)1, (2.19) and [BDS20, Lemma 6, (b)] (recall that here g either satisfies (2.19) or g = 1), whenever
m,σ ≥ 1 are constants we have

H(mu∗;Q) +G(mu∗;Q) ≤ c
(

G(mu∗;Q) + |Q|
)

≤ cm1+δ

∫

Q

|Du∗|1+δ dx+ c|Q|

≤ cm1+δ

∫

Q

|Du∗|1+
ε
2 + cm1+δ|Q| =: m1+δc∗(n,Λ, g, ε, δ) <∞,(7.10)

where 0 < δ ≤ min{ε, α}/2 if g is as in (2.19) or δ = 0 if g = 1, and, by (7.6)-(7.8),

H∗(σz;Q) +G∗(σb;Q) ≤ cσq
′

∫

Q

|xn|−
α

q−1 bq
′

dx+ c|Q| ≤ σq
′

c∗(n,Λ, g, q, α, ε) <∞.(7.11)

Next, with m∗ ≥ 1 being a number, we set

(7.12) u0 := m∗u∗ ∈ L∞(Q̄) ∩ C∞(Q̄ \ C) and ũ0 := m∗ũ ∈ C∞(Q̄).

Now, given any κ > 0, we can always find σ∗ > 0, and eventually fix the value of m∗ ≥ 1 such that
G(u0;Q) + G∗(σ∗b;Q) < κm∗σ, that is [BDS23, Assumption 14]. In fact, thanks to (7.11) and (7.10)
with δ = 0 if g = 1 or δ = α/2 if g verifies (2.19), we have

G(u0;Q) +G∗(σ∗b;Q) ≤ σq
′

∗ c∗ +m1+δ
∗ c∗ ≤ σ

1+α
α∗

(

σ
q′− 1+α

α∗ c∗

)

+m1+α
∗

(

mδ−α
∗ c∗

)

.(7.13)

Set σ∗ = mα
∗ , observe that by (1.6) it is q′ < (1+α)/α, by definition it is always δ < α, and eventually

pick m∗ ≡ m∗(n,Λ, g, q, α, ε, κ) so large that

(7.14) m
αq′−(1+α)
∗ c∗ <

κ

4c̃
and 2nmδ−α

∗ (c∗ + 1) <
κ

4c̃
,

where c̃ ≡ c̃(Λ, q) ≥ 1 is the constant appearing in (7.9). We can then complete estimate (7.13) as

(7.15) G(u0;Q) +G∗(σ∗b;Q) <
κm∗σ∗
2c̃

,

and [BDS23, Assumption 14] is verified. In the light of (7.10)-(7.11), we can repeat literally the same
computations made in (7.13) to prove that there exist m∗, σ∗ ≥ 1 so that

(7.16) H(u0;Q) +H∗(σ∗z;Q) <
m∗σ∗
2

,

just use (7.8), replace G(u∗;Q) with H(u∗;Q) in (7.13), recall that c̃ ≥ 1, and choose m∗ and σ∗
corresponding to κ = 1/2 above, therefore also [BDS20, Assumption 29] is satisfied.
Now we are ready to prove Theorems 3-4.

7.1. Proof of Theorem 3. The proof of Theorem 3 is split into two steps, in which we offer examples
of functionals as in (1.4) satisfying (2.17)-(2.19) for which Lavrentiev phenomenon occurs or density of
smooth functions with respect to modular convergence fails. In principle, this is a direct application
of the arguments in [BDS20], to which we refer for full details. However, in [BDS20] the validity of
∆2 and ∇2 conditions is assumed, while our functionals (1.1)-(1.4) verify only ∆2 condition. In this
respect, we show that the failure of ∇2 condition is compensated by the double phase structure of the
integrand, thus fractal counterexamples can be constructed nonetheless.
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Step 1: occurrence of Lavrentiev phenomenon. Notice that

(7.17) ũ0|∂Q = u0|∂Q ,
and set

(7.18) I∞ := inf
w∈ũ0+C∞

c (Q)
H(w;Q) and I1 := inf

w∈ũ0+W
1,1
0 (Q)

H(w;Q).

Since ũ0 ∈ C∞(Q̄) (recall (7.12) and the properties of φ), we have I1 ≤ I∞ < ∞, and for any given
0 < τ < σ∗m∗/8 we can find wτ ∈ ũ0 + C∞

c (Q) such that

I∞ > H(wτ ;Q)− τ

≥ σ∗

∫

Q

〈Dwτ , z〉dx−H∗(σ∗z;Q)− τ

(7.16)
> σ∗

∫

Q

〈D(wτ − ũ0), z〉dx+ σ∗

∫

Q

〈Dũ0, z〉dx+H(u0;Q)− σ∗m∗
2

− τ

= σ∗m∗

∫

Q

〈Dũ, z〉dx +H(u0;Q)− σ∗m∗
2

− τ

>
3σ∗m∗

8
+H(u0;Q)

(7.17)

≥ 3

8
+ I1 > I1,(7.19)

that is (1.7), where we used wτ − ũ0 ∈ C∞
c (Q) and [BDS20, Proposition 18] to have

∫

Q
〈D(wτ −

ũ0), z〉dx = 0, and [BDS20, Proposition 25 (a)]12 to secure
∫

Q
〈Dũ, z〉dx = 1. This proves the sharpness

of Theorem 5.

Step 2: failure of density of smooth maps. Notice that under (1.6), the strict inequality in (1.7) applies
to modular G in (2.22) with G defined in (7.3)2 and ũ0 as in (7.12), namely, (7.19) holds with such
G replacing H. By direct methods and maximum principle [LS05, Theorem 2.1], I1 defined in (7.18)

above (with G instead of H) is attained by some function v ∈ (ũ0 +W 1,1
0 (Q)) ∩ L∞(Q̄). Let us show

first that v cannot be approximated in energy by smooth maps. Assume by contradiction that there is a
sequence {vi}i∈N ⊂ ũ0+C

∞
c (Q) such that G(vi−v;Q) → 0. Then, up to (non relabelled) subsequences,

G(vi;Q) → G(v;Q) and

(7.20) I∞ ≤ G(vi;Q) → G(v;Q) = I1 =⇒ I∞ ≤ I1,

in contradiction with (7.19). Set ū0 := v− ũ0 ∈W 1,1
0 (Q)∩L∞(Q̄): if there were {ui}i∈N ⊂ C∞

c (Q) such
that G(ui − ū0;Q) → 0, then {vi}i∈N := {ui + ũ0}i∈N ⊂ ũ0 + C∞

c (Q) would satisfy G(vi − v;Q) → 0
violating again (7.19). This proves the sharpness of Lemma 3.2, Corollary 3.1 and Theorem 5. The
proof is complete.

7.2. Proof of Theorem 4. With ũ0 ∈ C∞(Q̄) as in (7.12), introduce Dirichlet class D := ũ0+W 1,1
0 (Q),

which is obviously nonempty. If g satisfies (2.19), then the unique solution u to problem (1.8) belongs to
D by superlinearity and direct methods. On the other hand, if g = 1, existence of generalized minimizers
u can be shown only in BV (Q), and uniqueness and attainment of traces may fail [BS13, BS15b].
However, if u ∈ BV (Q)\W 1,1(Q) there is nothing to prove, and we can assume that u is a W 1,1-solution
to (1.8), so that u ∈ D. Moreover since ũ0 ∈ L∞(Q̄), by the maximum principle [DM24, Lemma 8.1],13

u ∈ L∞(Q̄). Denote by Σu the the set of non-Lebesgue points of u. Let us show that the requirements
of [BDS23] are satisfied. By (7.17), function u0 defined in (7.12) is an admissible competitor for problem
(1.8), so by minimality it is H(u;Q) ≤ H(u0;Q) and via (7.9) we gain

(7.21) G(u;Q) ≤ c̃
(

G(u0;Q) + |Q|
)

,

with the same constant c̃ ≡ c̃(Λ, q) ≥ 1 in (7.9). Key estimate (7.15) is already available, so we can
bound via Young inequality (keep in mind that integrand G is radial),

∫

Q

|Du|bdx ≤ σ−1
∗

∫

Q

G(x, |Du|) + G∗(x, σ∗b) dx

12In [BDS20, Propositions 18 and 25] functions b and u∂ are our maps z and ũ respectively.
13In [DM24], Lemma 8.1 is stated for quantitatively superlinear Dirichlet problems. However, it applies verbatim in

the linear or nearly linear growth case as we are dealing with W 1,1-regular minima.
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(7.21)

≤ c̃|Q|
σ∗

+
c̃

σ∗

(

G(u0;Q) +G∗(σ∗b;Q)
)

(7.15)

≤ c̃|Q|
σ∗

+
κm∗
2c̃

(7.14)2≤ 3κm∗
4

< κm∗,

which is precisely the content of [BDS23, Lemma 21], in turn granting quantitative control on a restricted
Riesz type potential of u, [BDS23, Lemma 20]. This is the main ingredient to assure that Σu is almost as
large as set C defined in (7.1), cf. [BDS23, Section 4]. In fact, a direct application of [BDS23, Theorem
25] yields that we can fix an absolute κ > 0 and consequently m∗ ≡ m∗(n,Λ, g, q, α, ε, κ) ≥ 1 such that

∫

C
n−1
ε

|(u)+(x̄)− (u)−(x̄)| dγn−1
ε (x̄) ≥ 3m∗

4

and

γn−1
ε

(

{

|(u)+ − (u)−| > 3m∗/4
}

)

≥ 3

4
,

where (u)± indicate the upper and lower traces of u on set C in (7.1), and γn−1
ε denotes the Cantor

measure introduced immediately above (7.1). The content of the two previous displays, [BDS20, Lemma
6 (a)] and Frostman Lemma eventually imply that Hn−1−ε(Σu) ≥ Hn−1−ε(C ∩ Σu) > 0, therefore

dimH(Σu) ≥ n − 1 − ε. This means that u 6∈ W 1,p
loc (Q) for all p > 1 + ε, otherwise it would be

n− 1− ε > n− p ≥ dimH(Σu), a contradiction, and Theorems 1-2 are sharp.

Remark 7.1. Let us conclude with a couple of comments.

• The counterexamples in Theorems 3-4 cover the range q > 1 + α, while Theorems 1-2 hold
whenever q < 1+α. In the limiting case q = 1+α the nonoccurrence of Lavrentiev phenomenon
and the density of smooth maps in modular convergence can still be secured, cf. Lemma 3.2,
Corollary 3.1 and Theorem 5, however to prove regularity in such a borderline configuration
some 0-order information such as Hölder continuity à la De Giorgi-Nash-Moser is needed, see
[CM15b,BCM18,BB21,HO23], that is not available here due to the strong rate of nonuniformity
of integrals (1.1)-(1.4).

• In comparison with Theorems 1-2 and Corollary 1.1, Theorem 4 gives a slightly more general
negative result, that holds for all finite α > 0. As a quick inspection of the proof reveals, this
is due to the fact that the modulating coefficient a in (7.3)1 decays as the distance from the
hyperplane Rn−1 × {0} raised to power α (and therefore has a zero of order [α] when xn = 0).
Under the regularity theory viewpoint, the interesting case is that of α-Hölder continuous
coefficients, α ∈ (0, 1], otherwise with 0 ≤ a(·) ∈ Cα and α > 1, the analysis would be confined
around [α]-order zeros of a.
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