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We explore the phase diagram of the extended attractive SU(3) Hubbard chain with two-body hop-
ping and nearest-neighbor attraction at half-filling. In the large on-site attraction limit, we identify
three different phases: phase separation (PS), Tomonaga-Luttinger liquid (TLL), and charge density
wave (CDW). Our analysis reveals that the η-clustering state, a three-component generalization of
the η-pairing state, becomes the ground state at the boundary between the PS and TLL phases.
On an open chain, this state exhibits an edge-edge correlation, which we call boundary off-diagonal
long-range order (bODLRO). Using the density matrix renormalization group (DMRG) method, we
numerically study the phase diagram of the model with large but finite on-site interactions and find
that the numerical results align with those obtained in the strong coupling limit.

I. INTRODUCTION

In his seminal paper, C.N. Yang showed that the η-
pairing states are exact eigenstates of the Hubbard model
and have off-diagonal long-range order [1] (ODLRO),
which is a characteristic of superconductivity [2], cru-
cial for the emergence of flux quantization and the
Meissner effect [3, 4]. Beyond their relevance for non-
equilibrium superconductivity and superfluidity [5–11],
η-pairing states enjoyed a renewed interest in recent years
in the context of quantum many-body scars [12–15]. The
η-pairing states are not proper scars of the Hubbard
model, because they occupy distinct symmetry sectors
and do not violate the eigenstate thermalization hypoth-
esis [16, 17]. However, this can be rectified by modifying
the Hamiltonian to turn them into true scar states [16–
19].

The η-pairing state can be generalized to higher-spin
models [20], N -component fermionic models [21, 22], and
multi-orbital models [23]. In this paper, we focus on
a generalization to N -component fermions called the η-
clustering states [21]. These states can be made exact
scar states by including (N − 1)-body hoppings in the
SU(N) Hubbard model. See Fig. 1 (b) for a schematic
illustration of the two-body hopping. In Fig. 2, we illus-
trate the position of the η-clustering state in the exci-
tation spectrum of the model. Even though it is in the
middle of the spectrum, it is well separated in entangle-
ment entropy from other eigenstates.

In this paper, we focus on one-dimensional systems,
where the η-clustering states can be constructed for any
integer N . Their properties vary depending on whether
N is even or odd: Even-N clustering states have long-
range ODLRO. In contrast, the correlations of an odd-
N clustering state decay exponentially. However, on
an open chain, the edge-edge correlation persists in the
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FIG. 1. Schematic of the model. (a) the one-body hopping

term Ĥ1, (b) the two-body hopping term Ĥ2, (c) the on-site

attractive interaction term ĤU , and (d) the nearest-neighbor

attractive interaction term ĤV . Blue, red, yellow (black, gray,
white) balls represent fermions with flavors α = 1, 2, 3.

thermodynamic limit [21]. They can also be realized
in the ground state of interacting and non-interacting
Kitaev chains [24–26], interacting fermionic [27] and
parafermionic chains [28]. We dub this type of order
boundary off-diagonal long-range order (bODLRO), and
remark that this type of order does not necessarily imply
the presence of localized edge modes.

Fermionic systems with N internal degrees of freedom
have successfully been realized in optical lattices [31–
44]. In the limit of strong attractive interaction, one-
dimensional fermionic cold atoms generically feature the
molecular superfluid phases [45], which are quasi-long-
range ordered and formed from bound states made of N
fermions. For even N , a molecular superfluid phase in
cold-atom setups [45–49] is also associated with higher-
charge superconductors in solid-state setup [50–52]. For
N = 3, the formation of three-body bound states has
been discussed in the context of Efimov states [53–55]
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FIG. 2. Histogram of the excitation spectrum of the ex-
tended SU(3) Hubbard chain (see Fig. 1) with −t1 = t2 = 1,
U = −0.5, V = 0 with L = 6 sites at half-filling as a function
of energy E and central-cut entanglement entropy SA. We
shifted the energy by a constant of 9/4 to make the energy of
the η-clustering state zero (marked in pink). Since the model
has SU(3) and space inversion symmetries, we used the data in
the SU(3) singlet and the space inversion odd sector. Despite
being in the same energy range, the scar state is well sepa-
rated in entanglement entropy from “thermal states”. The
calculation was performed using QuSpin [29, 30].

and Cooper triples [56–59] in continuous systems.

Since it is generally difficult to prepare specific high-
energy eigenstates experimentally, one way to achieve η-
clustering states is to realize a model that has them as its
ground state. In Ref. [21], it was shown that η-clustering
states are the unique ground state of a suitably tailored
Hamiltonian. However, it is required that the one- and
two-body hopping amplitudes be equal, which is highly
demanding experimentally in a cold-atom setup. In this
study, we explore the phase diagram of the extended at-
tractive SU(3) Hubbard chain with a two-body hopping
and nearest-neighbor interaction (See Fig. 1). This model
can be seen as a relative of the lattice fermion models
with the two-body hopping [60–66]. When the on-site
interaction term is sufficiently large, we can treat these
terms as perturbations. By mapping to a spin-1/2 XXZ
chain, we show that there are three phases in the model
at half-filling: (i) Phase separation (PS), (ii) Tomonaga-
Luttinger liquid (TLL), and (iii) Charge density wave
(CDW). The η-clustering state arises as a gapless ground
state along the phase boundary between the PS and TLL
phases. Notably, it becomes the ground state when the
two-body hopping amplitude and nearest-neighbor in-
teraction are small compared to the one-body hopping
amplitude. This is in contrast to the attractive SU(3)

Hubbard chain without two-body hopping and nearest-
neighbor interaction, where the ground state only shows
the CDW phase at half-filling [67–69].

Using the density matrix renormalization group
(DMRG), we numerically explore the phase diagram. We
confirm that results are consistent with the perturbative
result even for finite but large on-site interactions. We
compute the entanglement entropy of our η-clustering
ground state, showing excellent agreement with analytic
predictions, and further demonstrate that it exhibits
bODLRO. Large parts of our phase diagram are sepa-
rated by a Berezinskii–Kosterlitz–Thouless (BKT) tran-
sition, which is numerically challenging to pinpoint, be-
cause the crossover from exponentially to algebraically
decaying correlation functions is hard to capture for nu-
merically tractable system sizes. Instead of determining
the exact shape of the boundary between the TLL and
CDW phases, we focus on several paths in the phase di-
agram and determine the BKT transition points along
these paths by detecting level crossings due to the emer-
gent SU(2) symmetry.

The article is organized as follows. In Sec. II, we
introduce the extended SU(3) Hubbard model and η-
clustering states, and review their basic properties. In
Sec. III, we derive the effective Hamiltonian in the limit
of strong on-site attraction and discuss the ground-state
phase diagram. In Sec. IV, we present numerical results
for large but finite on-site interactions. By examining
specific paths on the phase diagram and detecting phase
transitions, we validate the effective Hamiltonian. Fi-
nally, we discuss our results in Sec. V.

II. EXTENDED ATTRACTIVE SU(3)
HUBBARD MODEL

A. The Hamiltonian

We consider a chain of three-component fermions with
L lattice sites. For each site j = 1, . . . , L, we denote by

ĉ†j,α and ĉj,α the creation and annihilation operators, re-
spectively, of a fermion with flavor α = 1, 2, 3. We write
the normalized vacuum state annihilated by all ĉj,α as
|0⟩. The whole Fock space V is spanned by states of

the form {
∏L

j=1

∏3
α=1(ĉ

†
j,α)

nj,α} |0⟩ (nj,α = 0, 1). The

number operators are defined as n̂j,α = ĉ†j,αĉj,α and

n̂j =
∑3

α=1 n̂j,α. We define three-particle creation oper-

ators η̂†j = ĉ†j,1ĉ
†
j,2ĉ

†
j,3 and two-particle creation operators

ĉ
†
j,1 = ĉ†j,2ĉ

†
j,3, ĉ

†
j,2 = ĉ†j,3ĉ

†
j,1, and ĉ

†
j,3 = ĉ†j,1ĉ

†
j,2. Let us

consider the Hamiltonian of the extended SU(3) Hubbard
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model with open boundary conditions,

Ĥ = Ĥ1 + Ĥ2 + ĤU + ĤV , (1)

Ĥ1 = t1

L−1∑
j=1

3∑
α=1

(
ĉ†j,αĉj+1,α + h.c.

)
, (2)

Ĥ2 = −t2
L−1∑
j=1

3∑
α=1

(
ˆ̄c†j,αˆ̄cj+1,α + h.c.

)
, (3)

ĤU = U

L∑
j=1

∑
1≤α<β≤3

(
n̂j,α − 1

2

)(
n̂j,β − 1

2

)
, (4)

ĤV = V

L−1∑
j=1

3∑
α,β=1

(
n̂j,α − 1

2

)(
n̂j+1,β − 1

2

)
. (5)

A schematic of each term in the Hamiltonian is shown in
Fig. 1. The first term Ĥ1 describes the one-body hopping
term with amplitude t1 ∈ R, and the second term Ĥ2

represents the two-body hopping term with amplitude
t2 ∈ R. [70] The third term ĤU and the final term ĤV

represent on-site and next-nearest attractive (U < 0, V <
0) interactions with a potential uniform except at the
boundaries. This model can be regarded as an SU(3)
generalization of the extended Hubbard model discussed
in Ref. [65].

B. Symmetries of the Hamiltonian

Let us first discuss the symmetries of the Hamilto-
nian. First, the Hamiltonian has the U(3)= U(1)×
SU(3) symmetry. To see this, we define the operators

F̂α,β =
∑L

j=1 ĉ
†
j,αĉj,β . Here, F̂α,α is the total number

operator of fermions with flavor α, while F̂α,β (α ̸= β)

are flavor-raising and lowering operators. Then, all F̂α,β

operators commute with each of Ĥ1, Ĥ2, ĤU , and ĤV .
From the operators F̂α,β , one can construct new oper-
ators as F̂ =

∑3
α=1 F̂

α,α and T̂ a =
∑3

α,β=1 T a
α,βF̂

α,β

for a = 1, . . . , 8, where T a
α,β are the Gell-Mann matrices.

Thus it is concluded that the Hamiltonian has a global
U(3)= U(1)× SU(3) symmetry. Due to the U(1) symme-
try, we can fix the total fermion number F . Then, the
filling factor is defined as n = F

3L . When F is a multiple

of 3, a state |Ψsing⟩ is an SU(3) singlet if T̂ a |Ψsing⟩ = 0

for all a. The three-particle operators η̂†j (η̂j) commute

with T̂ a, and they create (annihilate) a local SU(3) sin-
glet at site j.

C. η-Clustering State

In this section, we define the η-clustering states and
review their properties [21]. To define η-clustering states,

let us define η-operators as

η̂ =

L∑
j=1

(−1)jÛj−1η̂j , η̂
† =

L∑
j=1

(−1)jÛj−1η̂
†
j , (6)

where

Ûj−1 =

{
1 if j = 1

exp
(
iπ

∑j−1
k=1 n̂k

)
if j > 1

(7)

is a Hermitian and unitary operator. By repeatedly ap-
plying η̂† to the vacuum state, we have η-clustering states∣∣ΦL

M

〉
=

1

M !
(η̂†)M |0⟩ (M = 0, . . . , L). (8)

Let us review their properties. First, when t1 = −t2 and
V = 0, one can check that

∣∣ΦL
M

〉
is a (high-energy) eigen-

state of Ĥ (See Fig. 2). Secondly, their entanglement
entropy obeys a sub-volume law. This can be seen by
computing the entanglement entropy across a middle cut.
We partition the L sites j = 1, . . . , L into a subsystem A
(j = 1, . . . , LA) and a subsystem B (j = LA + 1, . . . , L).
The entanglement entropy SA of the subsystem A was
obtained previously [71–73]:

SA = −
LA∑
m=0

λm log λm, (9)

λm =

(
LA

m

)(
L− LA

M −m

)/(
L

M

)
. (10)

The central-cut entanglement entropy for even L can be
obtained by substituting LA = L/2 to Eqs. (9) and (10).
For large L with fixed M

L , the leading term in SA is log-
arithmic in L, proving that the η-clustering states have
sub-volume law entanglement entropy. Finally, the end-
to-end singlet correlation in these states exhibits anoma-
lous behavior. The singlet correlation function in a nor-

malized state |ψ⟩ is defined as ⟨η̂†j η̂k⟩ = ⟨ψ| η̂†j η̂k |ψ⟩.
Then, for an η-clustering state

∣∣ΦL
M

〉
, it was shown in [21]

that

⟨η̂†j η̂k⟩
L
M =

∑lmax

l=lmin
(−1)l

(
L−r−1

j

)(
r−1

M−l−1

)
(−1)M+r−1

(
L
M

) , (11)

where r = |j − k|, lmin = max{0,M − r}, and lmax =
min{L− r − 1,M − 1}. Unlike the η-pairing state in the
SU(2) Hubbard model, this correlation function decays
with distance in the bulk. However, the end-to-end cor-
relation persists in the thermodynamic limit, a feature we
call boundary off-diagonal long-range order (bODLRO).

III. EFFECTIVE HAMILTONIAN AT LARGE
NEGATIVE U

While the model (1) is not tractable analytically for
a generic set of parameters, much insight can be gained
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from the analysis in the strong coupling limit. In the limit
|U | ≫ |t1|, |t2|, |V |, the effective Hamiltonian is described
by a spin-1/2 chain, where the up and down spins at
each site correspond to a singlet and an empty state,
respectively [74, 75]. We treat ĤU as the unperturbed

Hamiltonian and Ĥ1, Ĥ2, ĤV as perturbations. We first
examine the ground states of ĤU . Since each term in ĤU

is minimized when the occupation number is 0 or 3 for
all j, the ground states of ĤU are spanned by states of

the form
∏L

j=1(η̂
†
j )

nj |0⟩ (nj = 0, 1). In the following, we
write the space spanned by these states as W and denote
the orthogonal projection to W as P̂ . In the subspace W,
the states can be mapped to those of spin-1/2 chains by

identifying |0⟩ with the all-down state |⇓⟩ =
⊗L

j=1 |↓⟩j
and defining spin-1/2 operators as

Ŝ+
j = (−1)jP̂ Ûj−1η̂

†
j P̂ , (12)

Ŝ−
j = (−1)jP̂ η̂jÛ

†
j−1P̂ , (13)

Ŝz
j = P̂

(
η̂†j η̂j −

1

2

)
P̂ , (14)

where Ûj−1 is defined in Eq. (7). These operators sat-

isfy the commutation relations
[
Ŝ+
j , Ŝ

−
k

]
= 2δj,kŜ

z
j and[

Ŝz
j , Ŝ

±
k

]
= ±δj,kŜ±

j . Then, the total spin operators are

written in terms of η-operators:

Ŝ+
tot =

L∑
j=1

Ŝ+
j = P̂ η̂†P̂ , (15)

Ŝ−
tot =

L∑
j=1

Ŝ−
j = P̂ η̂P̂ , (16)

Ŝz
tot =

L∑
j=1

Ŝz
j = P̂

L∑
j=1

(
η̂†j η̂j −

1

2

)
P̂ . (17)

Note that they satisfy
[
Ŝ+
tot, Ŝ

−
tot

]
= 2Ŝz

tot and[
Ŝz
tot, Ŝ

±
tot

]
= Ŝ±

tot. Let us see the effect of the pertur-

bations Ĥ1, Ĥ2 and ĤV up to the second order. In Ap-
pendix A, we show that the effect of the perturbation
is described by the XXZ Hamiltonian (up to a constant
energy shift)

Ĥeff =

L−1∑
j=1

[
Jx
2

(
Ŝ+
j Ŝ

−
j+1 + Ŝ−

j Ŝ
+
j+1

)
+ JzŜ

z
j Ŝ

z
j+1

]
,

(18)
where

Jx = 6
t1t2
U

and Jz = −3
t21 + t22
U

+ 9V. (19)

Note that by applying a π rotation about the z-axis
on the odd sites, one can flip the sign of Jx. Therefore,
the phase diagram does not depend on the sign of Jx,

and from this, we can also see that the phase diagram is
independent of the sign of t2/t1. From now on, we focus
on the half-filling sector, i.e., n = 1/2 and thus Sz

tot =
0. At this filling, the ground-state phase diagram of the
XXZ Hamiltonian (18) exhibits three distinct phases [76]:

1. Ising ferromagnet with a domain wall in the middle
if Jz < −|Jx|,

2. Tomonaga-Luttinger liquid (TLL) if −|Jx| < |Jz| ≤
|Jx|,

3. Ising antiferromagnet if |Jx| < Jz.

At the boundary between the Ising ferromagnetic and
TLL phases (Jz = −|Jx|), the ground state is a ferro-

magnet of the form (Ŝ+
tot)

L/2 |⇓⟩. From the TLL into the
Ising antiferromagnetic phase or vice versa, the transition
is of BKT type.
In the language of fermions, the above phases translate

into the following phases:

1. Phase separation (PS) if Jz < −|Jx|,

2. TLL if −|Jx| < |Jz| ≤ |Jx|,

3. Charge density wave (CDW) if |Jx| < Jz.

At Jz = −|Jx|, the η-clustering state (η̂†)L/2 |0⟩ is the
ground state, and the BKT-type transition occurs at
the boundary between the TLL and CDW phases. By
substituting (19) into the above conditions, we obtain
the phase diagram (Fig. 3). We emphasize that the η-
clustering state becomes the ground state when the two-
body hopping amplitude and nearest-neighbor interac-
tion are small compared to the one-body hopping ampli-
tude. For example, when |U/t1| = 10, it becomes the
ground state at |t2/t1| = 0.040 and |V/t1| = 0.036.
As we have seen, the model (1) simplifies drastically

in the large-|U | limit. Another tractable case is the
limit where t1 = 0, i.e., the model without one-body
hopping. Interestingly, in this limit, the model ex-
hibits Hilbert space fragmentation [12, 77–81]. In Ap-
pendix B, we focus on the subspace spanned by states
without singly or triply occupied sites and show that the
model within this subspace is equivalent to Maassarani’s
XXC model [82, 83], a typical example of an integrable
model exhibiting Hilbert space fragmentation. We fur-
ther argue that the effective Hamiltonian within each
fragmented sector can be exactly mapped to the spin-
1/2 XXZ Hamiltonian, which means that the model at
t1 = 0 is partially integrable [84–86].

IV. NUMERICAL RESULTS

To verify the predictions of the perturbation analysis,
we numerically calculate the entanglement entropy, the
density-density correlation, and the singlet correlation in
the ground state using the Density Matrix Renormaliza-
tion Group (DMRG) method. The details of the method
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| |

FIG. 3. Phase diagram of the extended attractive SU(3)
Hubbard chain with strong on-site attractive interaction at
half-filling, obtained by perturbation theory. There are three
extended regions: phase separation (PS) in blue, Tomonaga-
Luttinger Liquid (TLL) in yellow, and charge density wave
(CDW) in red. At the transition between the PS and TLL
state, the ground state of the system is the η-clustering state.
From the TLL into the CDW phase or vice versa, the transi-
tion is of BKT type. Note that the phase diagram is indepen-
dent of the sign of t2/t1. We present numerical results from
three paths through this diagram along C1,2,3.

are presented in Appendix C 1. To detect the phase
transition, we present numerical results from three paths
along C1,2,3 in Fig. 3. We fix t1 = 1 and U = −10t1 so
that along path C1 and C3 both t2 and V can be thought
of as small. The system size is fixed to L = 16 unless
otherwise noted.

A. η-clustering state at the boundary between the
PS and TLL phases

Figure 4 shows the entanglement entropies of biparti-
tions at different bonds for values of t2/t1 along C1. When
t2/t1 is small, the entanglement is very small except for
the central cut, which is consistent with the PS phase. By
increasing t2/t1, the entanglement entropy is maximized
at t2/t1 = 0.04 and we can see the convex shape, which is
expected for the η-clustering states and consistent with
its gaplessness. Finally, we observe a weakly oscillating
behavior, reminiscent of that of a (1 + 1)-dimensional
conformal field theory with open boundaries [87–89].

The phase transition from the PS phase to the TLL
phase can be detected by the central cut entanglement
entropy SA (Fig. 5). By increasing t2/t1 along C1, SA

increases and we can see a sharp peak at the phase tran-
sition point t2/t1 = 0.04. To identify the nature of the
TLL phase, we study the scaling of SA with the system
size. In a one-dimensional critical system with system
size L, whose continuum limit is a conformal field theory

2 4 6 8 10 12 14
bond

0.0

0.5

1.0

1.5

2.0

2.5

S A t2 = 0.0425

UV/t2
1 = 0.4

analytic

0.00 0.05 0.10 0.15 0.20 0.25

t2/t11:

FIG. 4. Entanglement entropies of bipartitions at different
bonds for values of t2/t1 along C1. In the PS region there
is only entanglement between the occupied and unoccupied
halves of the chain, whereas the TLL states show a more flat,
but weakly oscillating behavior that stems from the competi-
tion with the CDW phase. At intermediate t2/t1 we see the
convex shape that is expected for η-clustering states. The en-
tanglement entropy of the η-clustering state calculated from
Eqs. (9) and (10) is shown in dash-dotted line.

with central charge c, SA behaves as [90]

SA =
c

6
logL+ const. (20)

At t2/t1 = 0.2, which is well inside the TLL phase, we
plotted SA as a function of logL (with L = 36, 40, 44,
48, 52) and fitted linearly to compute a central charge of
c ≈ 1.052, close to the expected value for a TLL of c = 1.
Finally, Fig. 6 shows the singlet correlation function as

a function of distance. The sharp peak at the boundaries
of the chain at t2/t1 = 0.04 is another piece of evidence
that the η-clustering state lies on the boundary of the PS
and TLL phase.

B. BKT transition

Figure 7 shows the density-density correlation func-
tions in each phase in the phase diagram. This correla-
tion function can diagnose the PS and the CDW ground
state. The η-clustering and TLL-state both show decay-
ing correlations.
To detect the phase transition from the CDW phase

to the TLL phase, we calculated two types of excitation
energies as a function of t2/t1 along C2 and C3 in Fig. 3
and the result is shown in Fig. 8. One is the energy
of the first excited state in the half-filling n = 1/2 sec-
tor, and the other is that of the lowest energy state in
the n = 9/16 sector. Since the effective spin Hamilto-
nian Eq. (18) has SU(2) symmetry at the phase transi-
tion point Jz = Jx, these energy levels should degenerate
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0 tc = 0.04 0.1 0.15 0.2 0.25
t2/t1

0.8

1.0

1.2

1.4

1.6

1.8

2.0
S A

0.0 0.1 0.2 0.3t2/t1
0.30
0.35
0.40
0.45
0.50

U
V/

t2 1 1tc

FIG. 5. The central cut entanglement entropy SA as a func-
tion of t2/t1 along C1 with a sharp peak at tc = 0.04 going
from the PS (blue) into the TLL (yellow) phase while passing
through the η-clustering ground state. The pink star marks
the transition point in the phase diagram shown in the inset.

site j2
9

16t2 /t1

0.0
0.04

0.08
0.12

0.160.20.24

0.2

0.0

0.2
1 j

PS

TLL

VU/t2
1 = 0.4

FIG. 6. Singlet correlation ⟨η̂†
i η̂j⟩ as a function of distance

with one site fixed to the boundary i = 1 for different values
of t2/t1 along C1. In the TLL region (yellow - orange) the
correlation decays, while in the PS state (blue) it is completely
flat. The η-clustering state (purple) at t2/t1 = 0.04 has sharp
peaks at the boundaries of the chain indicating bODLRO.

at the transition point in the original fermionic model.
By increasing t2/t1, these two energies cross at the point
tc = 2.30 for C2 and tc = 0.09 for C3, which is close
to the prediction of perturbation theory. This approach,
which employs the emergent SU(2) symmetry at the BKT
transition point, is inspired by the method of level spec-
troscopy [91, 92].

V. DISCUSSION

In cold atom setups, both quantum many-body scar-
ring [13, 93, 94] and SU(N) fermions [31–44] have

0
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15
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PSa) b)

0 5 10 15site
0

5

10

15

sit
e

TLLc)

0 5 10 15site

CDWd)

FIG. 7. Density-Density correlation functions
⟨
(
n̂i,1 − 1

2

) (
n̂j,1 − 1

2

)
⟩ for (a) a PS ground state with

V U/t21 = 0.4 and t2/t1 = 0, (b) the η-clustering state with
V U/t21 = 0.4 and t2/t1 = 0.04, (c) a ground state from the
TLL region with V U/t21 = 0.4 and t2/t1 = 0.25 and (d)
a CDW ground state with V U/t21 = 0.25 and t2/t1 = 0.
A darker color indicates a larger correlation. The PS and
the CDW ground state can clearly be diagnosed by this
correlation function. The η-clustering and TLL-state both
show decaying correlations. Because |U | ≫ t1, t2, V , the
other fermion flavors α = 2, 3 show the same behavior.

been experimentally realized to great success. However,
preparing specific states higher up in energy is extremely
challenging, which makes observation of ergodicity break-
ing – in particular for fermionic systems – elusive. As
a scar state of the extended attractive SU(3) Hubbard
model, the preparation of an η-clustering state is difficult,
potentially even unattainable. In particular, because it
requires that the one- and two-body hopping terms are
equally strong. Our extension of the attractive SU(3)
Hubbard model not only promotes the η-clustering state
from an excited scar to a proper ground state, moreover it
does so in a parameter range that is much more realistic
for cold atom setups, i.e., small two-body hopping and
nearest-neighbor attraction compared to the one-body
hopping amplitude. We also emphasize that although we
assumed that the Hamiltonian is SU(3) symmetric for
simplicity, this condition is not necessary, at least in the
limit of large on-site attractive interaction.
Not only from a cold atom, but also from the con-

densed matter perspective, several theoretical avenues
that extend our work present themselves. The even-
N molecular superfluid phases have been discussed as
(strongly bound) generalizations of conventional Cooper
pairs [45–49], however 3e-singlets form a fermionic, not a
bosonic quasi-particle. This raises the question of what
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FIG. 8. (a) The energy gap ∆/t1 to the half-filling ground
state is shown for the first excited state within the same par-
ticle number sector (circles) and for the lowest energy state
of the n = 9/16 sector (squares) for values of t2/t1 going
along C2 from the TLL (yellow) into the CDW phase (red)
for a L = 16 chain. Increasing t2/t1 leads to a level cross-
ing with the n = 9/16 state at tc = 2.30 marked by a black
star in the perturbation theory phase diagram (inset). The
crossing indicates the BKT transition. Since the states have
different particle numbers, there is no level repulsion between
them. (b) Same as (a) but along C3. The level crossing is
at tc = 0.09. For t2/t1 = 0, the half-filling ground state is
nearly degenerate (∆/t1 ≃ 0) because the state is close to
being perfectly charge density ordered.

type of responses a system in an η-clustering ground state
might exhibit. While ODLRO is sufficient to enforce both
the Meissner effect and flux quantization for two-particle
wave functions [3, 4], it remains unexplored what impact
the bODLRO has on transport.

While superfluidity or higher-Ne superconductivity
are typically regarded as properties of the bulk, bODLRO
– as the name implies – emerges at the boundaries of
the system. The singlet correlation function of the η-
clustering state as shown in Fig. 6 is remarkably remi-
niscent of what the local density of states of a topolog-
ically non-trivial one-dimensional system looks like. In
Ref. [27] a similar behavior of the correlation function in
interacting fermionic ladders is found. The authors ar-
gue that the edge-edge correlations imply the existence

of exponentially localized edge modes. In their setup,
the ground state is gapless and degenerate due to two
possible subchain-parity configurations. The η-clustering
state is gapless too, and we want to emphasize that we
find no direct evidence of edge states, which – convention-
ally – are defined for gapped systems. Whether or not
there exists a bulk invariant (other than just N) that al-
lows us to infer the presence or absence of bODLRO is an
open question. Alternatively, the η-clustering state might
be suitably classified as a gapless symmetry-protected
topological (SPT) phase [95].
We leave these questions for future study and hope

that our work inspires fruitful research in that direction.
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Appendix A: Details of Perturbation Theory

In this section, we use perturbation theory for the de-
generate ground states to derive Eqs. (18) and (19). We
adopt the notation of Sec. III, and write the perturba-
tion as Ĥpert = Ĥ1 + Ĥ2 + ĤV . The first-order contribu-

tion to the effective Hamiltonian is given by P̂ ĤpertP̂ =

P̂ ĤV P̂ because Ĥ1 and Ĥ2 have no contribution, i.e.,
P̂ Ĥ1P̂ = P̂ Ĥ2P̂ = 0. Since P̂

∑3
α=1

(
n̂j,α − 1

2

)
P̂ =

3P̂
(
η̂†j η̂j − 1

2

)
P̂ = 3Ŝz

j , the contribution of ĤV is given

by

P̂ ĤV P̂ = 9V

L∑
j=1

Ŝz
j Ŝ

z
j+1. (A1)

Next, the contribution of the second order pertur-

bation is given by −P̂ Ĥpert

[
(ĤU − EGS

U )−1
]′
ĤpertP̂ ,

where EGS
U is the energy of the ground state of ĤU and

the ′ sign indicates that the operator
[
(ĤU − EGS

U )−1
]′

acts on excited states in the natural way but van-
ishes on the ground states. Since ĤV W ⊂ W and
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(ĤU − EGS

U )−1
]′
ĤiP̂ = − 1

2U ĤiP̂ (i = 1, 2), the

second-order contribution is given by 1
2U P̂ (Ĥ1 + Ĥ2)

2P̂ .
Then, we find

1

2U
P̂ (Ĥ1)

2P̂

=
t21
U
P̂

L−1∑
j=1

3∑
α=1

(ĉ†j+1,αĉj,αĉ
†
j,αĉj+1,α)P̂

= − t
2
1

U
P̂

L−1∑
j=1

3∑
α=1

[(
nj,α − 1

2

)(
nj+1,α − 1

2

)
− 1

4

]
P̂

= −3t21
U

L−1∑
j=1

(
Ŝz
j Ŝ

z
j+1 −

1

4

)
. (A2)

Similarly, we have

1

2U
P̂ (Ĥ2)

2P̂ = −3t22
U

L−1∑
j=1

(
Ŝz
j Ŝ

z
j+1 −

1

4

)
. (A3)

Finally,

1

2U
P̂ Ĥ1Ĥ2P̂ =

1

2U
P̂ Ĥ2Ĥ1P̂

= − t1t2
2U

P̂

L−1∑
j=1

3∑
α=1

(ĉ†j+1,αĉj,αˆ̄c
†
j+1,α

ˆ̄cj,α + h.c.)P̂

= −3t1t2
2U

P̂

L−1∑
j=1

(η̂†j+1η̂j + η̂†j η̂j+1)P̂

=
3t1t2
2U

L−1∑
j=1

(
Ŝ+
j Ŝ

−
j+1 + Ŝ−

j Ŝ
+
j+1

)
. (A4)

By summarizing Eqs. (A1), (A2), (A3), and (A4), we
obtain Eq. (18) up to a constant energy shift.

Appendix B: Hilbert-space fragmentation at t1 = 0

The model (1) with t1 = 0 exhibits Hilbert-space frag-
mentation [12, 77–81]. Furthermore, in the subspace
spanned by states without singly or triply occupied sites,
which we denote by X , each fragmented sector can be
exactly described by the spin-1/2 XXZ Hamiltonian. In
this subspace, we write |0⟩j the empty state at site j, and

|ᾱ⟩j = ˆ̄c†j,α |0⟩j for α = 1, 2, 3 the doubly occupied states.

Then, the Hamiltonian (1) projected down to X is

Ĥeff =− t2

L−1∑
j=1

3∑
α=1

(
|ᾱ, 0⟩j,j+1 ⟨0, ᾱ|+ h.c.

)

+ V

L−1∑
j=1

3∑
α=1

∣∣ᾱ, β̄〉
j,j+1

〈
ᾱ, β̄

∣∣
+ 3V

L−1∑
j=1

|0, 0⟩j,j+1 ⟨0, 0|+ const.,

(B1)

where the constant depends on the total fermion number
and the number of doubly occupied sites. This model
turns out to be a special case of Maassarani’s XXC
model [82, 83]. This model is integrable and exhibits
Hilbert-space fragmentation, which is easy to see by not-
ing that swaps of ᾱ and β̄ never happen with Ĥeff . In
other words, the arrangement of ᾱ’s obtained by disre-
garding the 0’s in |0, . . . , 0, ᾱ1, 0, . . . , 0, ᾱ2, 0, . . .⟩ is con-
served. With this in mind, we pick one of the arrange-
ments of ᾱ’s and fix it. Then, the effective Hamiltonian
within this sector is

ˆ̃Heff =− t2

L−1∑
j=1

(
|1, 0⟩j,j+1 ⟨0, 1|+ h.c.

)

+ V

L−1∑
j=1

|1, 1⟩j,j+1 ⟨1, 1|

+ 3V

L−1∑
j=1

|0, 0⟩j,j+1 ⟨0, 0|+ const.,

(B2)

where we disregard the difference of |1̄⟩, |2̄⟩, and |3̄⟩ and
simply identify them as |1⟩.
Introducing effective spin operators σ̂x = |1⟩ ⟨0| +

|0⟩ ⟨1|, σ̂y = −i(|1⟩ ⟨0|− |0⟩ ⟨1|), and σ̂z
j = |1⟩ ⟨1|− |0⟩ ⟨0|,

Eq. (B2) can be written as

ˆ̃Heff =

L−1∑
j=1

[
− 2t2

(
σ̂x
j σ̂

x
j+1 + σ̂y

j σ̂
y
j+1

)
+ V σ̂z

j σ̂
z
j+1

− V

2
(σ̂z

j + σ̂z
j+1)

]
+ const.,

(B3)

which is the XXZ model in a magnetic field. We also
numerically investigated the parameter conditions under
which the ground state |ΨGS⟩ belongs to the subspace X .
The results for a system size L = 8 and t2 = 1 are shown
in Fig. 9. The number of particles is fixed for each flavor,
and they are denoted as Nα (α = 1, 2, 3). Numerical
results suggest that in a certain parameter region, the
ground state lies in the subspace X , in which case the
ground-state properties can be analyzed analytically by
exploiting the partial integrability of the model.

Appendix C: Numerical Methods

1. DMRG calculations

The Density Matrix Renormalization Group (DMRG)
algorithm is a powerful variational numerical method for
ground state searches of one-dimensional and quasi-one-
dimensional systems [96]. The calculations presented in
this work have been performed as implemented in the
TeNPy package [97].
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4
2
0

2
4

V

| GS

| GS

N1 = 2, N2 = N3 = 1a)

5 0 5
U

| GS

| GS

N1 = N2 = N3 = 2b)

5 0 5
U

4

2
0
2

4

V

| GS

N1 = N2 = 3, N3 = 2c)

FIG. 9. Numerical results showing whether the ground state
belongs to the subspace X . The black (white) region indicates
|ΨGS⟩ ∈ X (|ΨGS⟩ /∈ X ) for system size L = 8 and particle
numbers (a) N1 = 2, N2 = N3 = 1, (b) N1 = N2 = N3 = 2
and (c) N1 = N2 = 3, N3 = 2.

An SU(3) site can be represented by

|sj⟩ =
3⊗

α=1

|sαj ⟩ (C1)

where |sj⟩ is a spinless fermion site with local Hilbert
space |sαj ⟩ = {| ⟩, | ⟩} and flavor α = 1, 2, 3. The filled
and open circles represent occupied and unoccupied sites,
respectively. In this representation, the longest interac-
tion is between nearest neighbors and the local dimension
of the Hilbert space is 8. Because DMRG scales cubic in
the dimension of the local Hilbert space, but linear in
system size, we represent an SU(3) chain of L sites as a
chain of 3L spinless fermionic sites. This comes, however,
at the cost of introducing up to fifth-nearest neighbor in-
teraction, which requires larger bond dimension of the
Matrix Product Operator (MPO), and makes the evalu-
ation of correlation functions in general more costly [98].

In the basis of 3L spinless fermions, we choose an initial
product state in the half-filling sector given by

|Ψ⊗
init⟩ =

L/2⊗
j=1

| ⟩2j−1 ⊗ | ⟩2j . (C2)

with an even number of SU(3) sites L.
This state is a charge density wave with π-ordering

that is two-fold degenerate. To build a less biased initial
state, we construct random unitaries Û rand that we use
to ‘time-evolve’ the state:

|Ψinit⟩ =
10∏
i=1

Û rand
i (∆t = 1/t1)|Ψ⊗

init⟩ (C3)

We now have a Matrix Product State (MPS) of the
general form

|Ψ⟩ =
∑

s1,...,s3L
α2,...,α3L

M [1]s1
α1α2

M [2]s2
α2α3

. . .M [3L]s3L
α3Lα3L+1

|s1, s2, . . . , s3L⟩,

(C4)

where eachM [j]sj is a χj×χj+1 matrix and L the number
of SU(3) sites [97], where χ is the bond dimension. We
use the common two-site update scheme, which sweeps
through the system and iteratively optimizes the matri-
ces by minimizing the energy locally on two sites. The
procedure is repeated until the convergence criteria are
fulfilled:

∆E < 10−8t1 (C5)

∆SA < 10−6. (C6)

In terms of MPS the entanglement entropy SA for a bi-
partition A is computed as

SA = −
∑
j

Λ2
j log Λ

2
j (C7)

where Λ is a diagonal matrix that contains the Schmidt
values [97].
To obtain the first excited state of the half-filling sector

|Ψn=1/2
1 ⟩, we first obtain the ground state of that sector

|Ψn=1/2
0 ⟩. Then DMRG is run again, this time with the

additional orthogonality constraint

⟨Ψn=1/2
1 |Ψn=1/2

0 ⟩ = 0. (C8)

To find the excitations away from half-filling, we simply
add or subtract the desired number of occupied SU(3)-
sites to our initial product state from Eq. (C2), for ex-
ample:

η̂†1|Ψ
⊗,n=1/2
init ⟩ (C9)

= | ⟩1 ⊗

L/2−1⊗
j=1

| ⟩2j ⊗ | ⟩2j+1

⊗ | ⟩L

(C10)

Because the Hamiltonian (see Eq. (1)) preserves particle
number, we know that the resulting ground state must
lie within the same filling sector as the initial state.
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Fernandes, I. Bloch, and S. Fölling, Direct Probing of
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