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Abstract
Encoder-based transformers, powered by self-attention layers, have
revolutionized machine learning with their context-aware repre-
sentations. However, their quadratic growth in computational and
memory demands presents significant bottlenecks. Analog-Mixed-
Signal Process-in-Memory (AMS-PiM) architectures address these
challenges by enabling efficient on-chip processing. Traditionally,
AMS-PiM relies on Quantization-Aware Training (QAT), which
is hardware-efficient but requires extensive retraining to adapt
models to AMS-PiMs, making it increasingly impractical for trans-
former models. Post-Training Quantization (PTQ) mitigates this
training overhead but introduces significant hardware inefficien-
cies. PTQ relies on dequantization-quantization (DQ-Q) processes,
floating-point units (FPUs), and high-ENOB (Effective Number of
Bits) analog-to-digital converters (ADCs). Particularly, High-ENOB
ADCs scale exponentially in area and energy (2ENOB), reduce sens-
ing margins, and increase susceptibility to process, voltage, and
temperature (PVT) variations, further compounding PTQ’s chal-
lenges in AMS-PiM systems. To overcome these limitations, we
propose FLARE, an AMS-PiM architecture that eliminates DQ-Q
processes, introduces FPU- and division-free nonlinear process-
ing, and employs a low-ENOB-ADC-based sparse Matrix Vector
multiplication technique. Using the proposed techniques, FLARE
improves error resiliency, area/energy efficiency, and computational
speed while preserving numerical stability. Experimental results
demonstrate that FLARE outperforms state-of-the-art GPUs and
conventional PiM architectures in energy efficiency, latency, and
accuracy, making it a scalable solution for the efficient deployment
of transformers.
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1 Introduction
Transformer models [1, 8, 16, 17, 37, 50], built on the attention
mechanism [50], have become foundational in machine learning
across diverse domains. While decoder-based architectures [1, 8],
such as those powering chatbot services, have gained substantial
popularity, encoder-based models [16, 17, 37], like BERT and Vision
Transformers (ViT), remain critical for many tasks. However, it
is important to note that encoder-based transformers process en-
tire input sequences within their self-attention layers. Due to this
processing, as the sequence length increases, the computational
intensity and intermediate memory traffic of self-attention layers
grow quadratically, posing a significant challenge in efficiently
processing encoder-based transformers especially in edge devices.

Analog-Mixed-Signal Process-in-Memory (AMS-PiM) [6, 11, 24,
26, 29, 31, 35, 39, 41, 43, 45, 46, 54, 55, 57, 58] has emerged as a
promising solution to address those challenges, enabling efficient
execution of level-2 and level-3 BLAS operations (Basic Linear Alge-
bra Subprograms, primarily matrix multiplications) directly within
memory. These BLAS operations represent a significant portion
of the self-attention layers, making AMS-PiM highly effective for
reducing off-chip data movement and energy consumption. Be-
sides, AMS-PiM’s effectiveness does not extend to non-BLAS tasks,
such as quantization processes or nonlinear-layer computations,
requiring additional hardware and computational support. Concur-
rently, most AMS-PiM architectures rely on integer quantization
techniques for both stationary weights (e.g., weights for Q (query),
K (key), V (value), and O projections) and dynamic activations (e.g.,
input embeddings, Q/K/V values, attention scores, and final out-
puts), which are crucial for attention operations in transformers.
Despite recent advancements in low-precision floating-point (FP)
quantization methods [15, 53], AMS-PiM remains constrained to
integer quantization due to the substantial overhead required for
exponent alignment in FP arithmetic, or the significant accuracy
degradation if alignment is omitted.

Quantization-Aware Training (QAT) [21, 23, 59] and Post-Training
Quantization (PTQ) [5, 53] are two primary techniques for en-
abling quantization. QAT, widely adopted in AMS-PiM, optimizes
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QAT vs. PTQ and Nonlinear Layers

(b)

Nonlinear Layer in QAT Nonlinear Layer in PTQ

→While QAT adapts to the attributes of INT-based nonlinear layers,

PTQ does not allow deviated computation results from loss of exponent
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Figure 1: Limitations of PTQ during inference optimizations.
(a) The Dequantization-Quantization (DQ-Q) process and (b)
nonlinear layers induce high-ENOB ADCs and FPUs that
induce extreme area/energy overhead.

area/energy efficiency by enabling direct quantization with low-
ENOB (Effective Number of Bits) ADCs (Analog-to-Digital Con-
verters). Through retraining, QAT allows models to adapt to char-
acteristics of ADCs and integer-approximated nonlinear layers,
eliminating the need for dequantization-quantization (DQ-Q) steps
and FPUs, as visualized in the left side of Fig. 1-(a). However, QAT’s
retraining process introduces substantial overhead, making it in-
creasingly impractical for growing transformer models.

Accordingly, PTQ has become a preferred method as a retraining-
free alternative to Quantization-Aware Training (QAT). However,
as shown on the right side of Fig. 1-(a), PTQ introduces three major
obstacles in AMS-PiM architectures as well, including (1) reliance
on high-ENOB ADCs, (2) susceptibility to process, voltage, and
temperature (PVT) variations, and (3) the need for Floating-Point
Units (FPUs).

Typically, PTQ requires precise partial sums and scaling factors
to maintain accuracy, for transformer models with large embed-
ding depths (≥1k) and high bit-precision requirements (≥4 bits
per activation and weight). These demands necessitate ADCs with
ENOB of ≥18 bits to prevent quantization errors, as PTQ lacks

the adaptability of QAT to lower-ENOB ADCs via retraining. At-
tempting PTQ with low-ENOB ADCs is not impossible, but would
result in excessive latency bottleneck due to the immense computa-
tion cycles from segmenting computations into smaller units. The
main concern with the High-ENOB ADCs is that they exacerbate
hardware inefficiencies, Their area and power consumption scale
exponentially with 2ENOB [12], and the narrower sensing margins
that increase with ENOB make the system more vulnerable to er-
rors caused by PVT variations. Furthermore, PTQ’s reliance on
accurate scaling factors during the DQ-Q process necessitates FPUs
to handle division operations and avoid cumulative rounding errors,
adding to system complexity.

Moreover, nonlinear layers for PTQs introduce additional chal-
lenges, as depicted in Fig. 1-(b). While integer-based approxima-
tions of nonlinear functions and normalization layers [32, 37] work
effectively in QAT-based systems, they often lead to significant com-
putation deviations when applied to PTQ. As a result, PTQ relies on
dequantization-quantization (DQ-Q) processes and floating-point
units (FPUs) to ensure accurate nonlinear-layer processing. This
dependency further increases system complexity and overhead.

To address these challenges, we propose FLARE, a novel AMS-
PiM architecture that holistically tackles PTQ’s inefficiencies. FLARE
eliminates high-ENOB ADC, division arithmetics, and FPUs while
introducing dequantization-free PTQ and integer-processed non-
linear layers. Furthermore, by leveraging low-ENOB-ADC-based
sparse General Matrix Vector (GEMV) operations with bitwise spar-
sity, FLARE ensures fast, error-resilient, and efficient computa-
tion. With a detailed analysis of end-to-end attention computations
throughout our design, we enable on-device end-to-end kernel
fusion.

In summary, FLARE achieves:

• end-to-end on-chip processing of self-attention layers, re-
ducing quadratic off-chip tensor traffic;
• INT-only, yet accurate, dequantization-free PTQ and nonlinear-
layer processing, to maintain precision without high-ENOB
ADC, division, or FPUs;
• fast, accurate, and efficient sparse GEMV operations with
6-𝜎 confidence leveraging low-ENOB ADC within MRAM-
SRAM hybrid AMS-PiM arrays.

These advancements provide a scalable and energy-efficient solu-
tion for transformer inference, addressing the distinct inference-
time bottlenecks of encoder-based models.

2 Backgrounds
2.1 Analog-Mixed-Signal Process-in-Memory

(AMS-PiM)
Process-in-Memory (PiM) [6, 10, 18, 19, 22, 24, 26, 29, 31, 35, 36, 39,
41, 44–48, 51, 54, 55, 57, 58] architectures are highly regarded for
their ability to execute level-2 (i.e., GEMV) and level-3 (i.e., GEMM)
BLAS operations inherently and efficiently, which contribute to a
major portion of most deep neural networks (DNNs). PiM devices
allocate matrices onto memory arrays and fetch vectors (which
can also form matrices) along wordlines (WLs), bitlines (BLs), or
sourcelines (SLs) to execute such BLAS operations, as illustrated in
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Figure 2: Design example for typical PiM devices, where the
level-2 (GEMV) and level-3 (GEMM) BLAS operations are
processed inherently.

Fig. 2. In the illustrated configuration, weights of 𝐹 filters are stored
across the memory array, inputs of depth 𝐷 are fetched to WL1∼𝐷
bit-serially for m-bit representation, and partial sums for each bit
position are obtained at BLs. By integrating BLAS operations [7]
directly within the memory storage, PiM drastically reduces data
movement overhead and associated latency.

Analog-Mixed-Signal Process-in-Memory (AMS-PiM) [6, 10, 18,
24, 26, 31, 35, 36, 39, 44–47, 55, 57] architectures, particularly, en-
hance the computational efficiency over their digital counterparts.
This is achieved by enabling the simultaneous activation of multiple
memory interfaces, such as WLs, BLs, and SLs, allowing multiple
concurrent computations within a memory array. While in digital
PiM a single WL is activated per cycle to perform the column sum
operations; i.e., pop (“1” or “on-cell”)-count operations, similar to a
conventional read operation, contrarily, AMS-PiM simultanesouly
activates multiple WLs and converts the analog sum into digital
signal via Analog-to-Digital Converters (ADCs), enabling multiple
concurrent computations.

2.2 Self-Attention Layer in Transformer
Encoders

For the attention mechanism in a transformer model (described in
Fig. 3), each token in the input is represented as a vector of dimen-
sion𝐷 . Each sequence/image of 𝐵 input batches to the self-attention
layer consists of 𝑁 tokens, resulting in an input tensor of dimension
[𝐵, 𝑁, 𝐷]. The input is processed through the attention mechanism
with several steps, each contributing to the tensor traffic.
1. QKV Projections: The initial step involves projecting each input
sequence into three distinct weight matrices to produce: Query
(Q), Key (K), and Value (V). These projections are computed using
stationary weight matrices𝑊𝑄 ,𝑊𝐾 , and𝑊𝑉 of dimension [𝐷,𝑑𝑘 ],
where 𝑑𝑘 is a (separate) weight dimension per attention head. This
results in tensors 𝑄 = 𝑋 ·𝑊𝑄 , 𝐾 = 𝑋 ·𝑊𝐾 , and 𝑉 = 𝑋 ·𝑊𝑉 , each
with dimension of [𝐵, 𝑁,𝑑𝑘 ] per head. Given 𝐻 = 𝐷/𝑑𝑘 heads, the
dimension for each Q, K, and V becomes [𝐵,𝐻, 𝑁,𝑑𝑘 ].
2. Logit Calculation: The core of the attention mechanism is
computing the logit scores 𝐿 by performing a dot product between
the query and key: 𝐿 = 𝑄 · 𝐾𝑇 . This results in a score tensor of
dimension [𝐵,𝐻, 𝑁, 𝑁 ]. The quadratic nature of this operation,
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Figure 3: Overview of self-attention, with operation type
and tensor traffic analysis. Self-attention comprises multiple
linear projection layers with two types of GEMV operations,
connected by Softmax, dimensional adjustments (transpose
and concatenation), and DQ-Q operations. Unlike QAT, the
DQ-Q process and nonlinear layers in PTQ create a deadlock
between hardware overhead and tensor traffic.

requiring 𝑂 (𝑁 2𝑑) operations per head, significantly contributing
to the tensor traffic and computational load.
3. Softmax Normalization: The computed logits are scaled and
passed through the Softmax layer to normalize the summed score.
This normalization step, involving nonlinear operations, incorpo-
rates tensor traffic of [𝐵,𝐻, 𝑁, 𝑁 ].
4. Weighted Sum of Values: The normalized attention scores are
then used to compute a weighted sum of the value (𝑉 ) vectors,
yielding an output tensor of dimension [𝐵,𝐻, 𝑁,𝑑𝑘 ].
5. Concatenation and Final Output Projection: Finally, the
outputs from all heads are concatenated and projected together
once again, using a weight matrix (𝑊𝑂 ) to produce the final output
tensor of [𝐵, 𝑁, 𝐷].
- DQ-Q Process and FPU: Not only the Softmax process involving
nonlinear functions and accurate divisions, but also each of the
stages (from step 1. to 5.) with PTQ necessitates the DQ-Q process,
involving high-ENOBADC, division, and FPUs. These requirements
easily deteriorate the efficacy of PiM, motivating us to design a
PiM-based accelerator that alleviates these limitations.

2.3 Kernel Fusion and Self-Attention Inference
Optimization

The unique characteristics of the self-attention mechanism have
delivered remarkable performance; however, they also introduce
quadratic computational load and memory traffic, prompting the
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Figure 4: We alleviate not only the reliance on high-ENOB
ADCs and FPUs but also the need for division arithmetic in
our PiM hardware.

development of various innovative techniques to alleviate these
limitations. Alike PTQ, kernel (operation) fusion techniques also
effectively achieve the given goal without impacting the model
inference accuracy [2, 13, 28]. Kernel fusion techniques combine
operations involving massive intermediate tensor traffic, reducing
memory access overhead for these intermediate tensors.

The out-of-PiM tensor traffic for the self-attention computations
without any on-device kernel fusion technique can be expressed as:

Original (Out-of-Device Tensor) traffic
= 𝐵 × 𝑁 × 𝐷 (in) + 𝐵 × 𝑁 × 𝐷 (out)

+ 2 × 𝐵 × 𝐻 × 𝑁 2 + 4 × 𝐵 × 𝐻 × 𝑁 × 𝑑𝑘 (in-and-out).

As previously mentioned, PiM devices are only suited for processing
BLAS layers on-device. Hence, without adequate optimization, the
kernel fusion with their inherent limitations - high-ENOB ADCs
and FPUs - deteriorate the effectiveness of PiM architectures.

Subsequently, our FLARE architecture proposes innovative quan-
tization and nonlinear-layer processing techniques enabling the
end-to-end kernel fusion with low hardware overhead, where the
revised tensor traffic with our technique is:

Revised Tensor Traffic = 2 × 𝐵 × 𝑁 × 𝐷 (in) + 𝐵 × 𝑁 × 𝐷 (out),

where the quadratic 𝑂 (𝑁 2) tensor traffic reduces to a linear 𝑂 (𝑁 ).

3 Motivations
Our study reveals that the effectiveness of PiM architectures is
notably hindered by the high-ENOB ADC and FPUs. Additionally,
among various arithmetic operations required for the execution
of self-attention, division arithmetic - not only in FP but also in
integer formats - hinders the hardware efficiency, as illustrated in
Fig. 4. Thus, our optimization strategy tackles these challenging
overheads while preserving accuracy and performance, focusing
on the following principles:
• Accurate Quantization
– Lossless quantization: Our method must accurately represent
quantized values even without FP or division arithmetic.

– Outlier preservation: Attention layers often generate channels
with extreme outliers, which standard integer quantization in

PTQ cannot capture well. To address this, we use token-wise
quantization to reflect these outliers accurately.

• Accurate Nonlinear (Non-BLAS)-Layer Executions
– Transformermodels depend heavily on nonlinear layers, which
require complex exponentiation and division operations. Our
approach preserves the exponential trend and proportional
relationships between values without FP or division arithmetic.

• PVT-Robust and Error-Resilient AMS-PiM
– Despite its high efficiency, AMS-PiM has frequently been criti-
cized for computation errors due to PVT variations. However,
design solutions for those errors often conflict with the effi-
cient exploitation of PiM devices. Our proposed techniques
resolve this dilemma effectively.

In the following sections, we analyze these principles more deeply,
before presenting our solutions as a breakthrough.

3.1 Motivation for PTQ and Non-BLAS Layer
Optimizations
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Figure 5: (a) Even for a lossless quantization, values lose the
exponent information. (b) The linear projections are consis-
tent without exponent. (c) Softmax with the values shown at
(a) - the absence of exponents deteriorates the computation
result of nonlinear layers.

While there are numerous quantization methods that we may
not be able to cover in this literature, the fundamental steps for
the accurate yet efficient quantization processes are as follows: (1)
identify the minimum andmaximum values among the given inputs
(𝑥𝑖 ∈ X), (2) for n-bit quantization, define a “quantization step (S),”
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by dividing the minimum-maximum range by 2𝑛 levels, and (3)
divide 𝑥𝑖 ’s by S to obtain the quantized values.

Along the process, as illustrated in Fig. 5-(a), we say a quantiza-
tion is “lossless” when the ratios between quantized values retain
the original proportions. That is:

quantize(𝑥𝑖 )/quantize(𝑥 𝑗 ) ≈ 𝑥𝑖/𝑥 𝑗 , ∀𝑥𝑖 , 𝑥 𝑗 ∈ X . (1)

However, the original exponent is not retained, even when “loss-
less” quantization is achieved using FPUs. Nonetheless, the issue
of omitting exponents is less severe in linear projection operations
(as depicted in Fig. 5-(b)), as operations keep their inherent quality
without exponent information, i.e.,

𝑎 × 𝑓 (X) = 𝑓 (𝑎 × X) . (2)

On the other hand, nonlinear layers are completely disrupted when
the exponent information is omitted, as shown in Fig. 5-(c). That is,

𝑎 × 𝑓 (X) ≠ 𝑓 (𝑎 × X) . (3)

Some recent studies simplify FP-based computations [9, 32, 37] to
integer-based lightweight alternatives with satisfactory reliability.
However, this approach can reduce the accuracy of PTQ-based
inference, from the lack of retraining to adapt the model for these
approximations.

In response, in section 4.2 and 4.3, we propose an integrated
quantization-computation method that preserves the exponent for
nonlinear layers while replacing division operations only with pars-
ing and bit-shifting. While prior works [4, 20] introduced capturing
the MSB’s position, utilizing parsing(s), they rely on group-wise
quantization, incurring large storage overhead and limited scala-
bility. In contrast, our method combines token-wise quantization
with VDR-Softmax in a fused manner, temporarily storing only a
single-token value in compact registers and discarding them af-
ter processing, and linking quantization to penetrate through the
end-to-end attributes of each stages in attention layer.

3.2 Motivation for Accurate and Efficient AMS
Computation
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Figure 6: AMS-PiM with high-ENOB ADCs are more suscep-
tible to computation errors due to PVT variation, resulting
from reduced sensing margins.

As mentioned in section 1, transformer models with PTQ de-
mand a high precision for partial sum, easily exceeding ≥18 bits
with𝑑𝑚𝑜𝑑𝑒𝑙≥1k and with activation/weight operands of ≥4bit. This

high-precision summation, for which direct quantization is infea-
sible, requires ADCs with higher ENOBs: this increases not only
area/energy overhead but also the likelihood of errors.

Ensuring precise analog computation for PTQ requires the num-
ber of decision boundaries to exceed the distinct analog signal levels.
This requirement is fundamental in PTQ, as accurate quantization
relies on precise summation and digital conversion of the analog val-
ues. However, achieving this narrows the sensing margin of ADCs,
which worsens error resilience, as depicted in Fig. 6. Errors occur
when analog signals cross decision boundaries during analog-to-
digital conversion, and this challenge intensifies as sensing margins
(the distance between decision boundaries) narrow.

The computational error resilience, which prompts us to our
proposed technique, can be analyzed as follows. Analog signals
are proportional to the number of “on-cell”s generating on-current
within the activated word lines (WLs), as illustrated in Fig. 2. Recent
studies [3, 30, 56] show that reducing the activated “on-cell”s along
the partial sum process reduces the error rates. Meanwhile, the num-
ber of Simultaneously Activated WLs (SAWL) determines the direct
upper limit of the “on-cell”s contributing to the analog summation.
Therefore, we can also limit the SAWL to limit the number of ac-
tive “on-cell”s and segment unit computations with shorter input
vectors for more reliable computation. This approach reduces the re-
quired ENOB of ADC, lowering the area/energy overhead of ADCs
by 2ENOB, significantly relaxing the hardware complexity [12]. By
integrating strategic segmentation reducing ADC overhead with
error mitigation techniques described in section 4.4, FLARE can
significantly improve PVT robustness.

3.3 Massive GEMVs with Quadratic Latency
Bottleneck

As delineated in Section 3.2, the error-free analog computation can
be achieved by limiting the maximum number of SAWL and seg-
menting computations over multiple cycles with sliced inputs (e.g.,
dividing 𝐷 in Fig. 2 into 𝐷/𝑁 using 𝑁 cycles). However, this sliced
processing — with a constrained vector length — results in signifi-
cantly more processing cycles. Furthermore, the increasing model
size and the resultant quadratic GEMV demand in the attention
layer further exacerbate the suboptimal performance.

For example, consider a length(𝑙)-restricted GEMM operation
where SAWL≤𝑙=8, with: 𝐷 = 1024 hidden states and 𝑁 = 512
tokens per batch - resulting in 512 (=𝑁 ) GEMVs -, using 8-bit integer
representation (Bit-Precision, 𝐵𝑃=8) for both input and weight
values. This necessitates 𝐷/𝑙 = 1024/8 = 128 cycles to process a
GEMV for each bit-serial vector of a token. It involves partitioning
each bit-serial part of the input token into 8-WL chunks to limit
SAWL≤8. Subsequently, the bitwise GEMV operations of𝐷/𝑙 (=128)-
cycles-per-bit are required for 𝑁 × 𝐵𝑃 = 512 × 8 = 4, 096 times
to process every GEMVs of bit-vectors and tokens composing the
aforementioned GEMM, culminating in (𝐷/𝑙) × 𝑁 × 𝐵𝑃 = 524, 288
cycles to process a GEMM of an embedding input with static weight
matrices.

Assuming 10ns per bitwise GEMV, which is a fast figure for
an AMS-PiM array, a GEMM operation for generating Q, K, or V
would take approximately 0.5 milliseconds (ms). Other steps in-
volving activation-activation GEMV with quadratic computational
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Figure 7: Comparison of sparsity measured in various granu-
larity. (a)∼(d) visualizes numerous sparsities where the same
8-bit-integer vectors are bit-serially inputted. Sparsities are
measured and exploited; (a) bitwise manner, (b) valuewise
(VW) manner (when 8-bit integer is of complete “0”s), N -
valuewise (N -VW) manner, and (d) N -column-BitSlicewise
manner (NCW, when a part of bitwise input is all “0”s in
column direction). The activation sparsities are measured
and averaged with input, Q, K, V, and output layers in trans-
former blocks for (e) NLP task and (f) vision task.

complexity and nonlinear layers may induce substantially greater
latency, rendering the PiM device noncompetitive due to poor la-
tency performance. Consequently, the latency for processing only
the linear projections across the attention layers in tens of encoder
blocks could be approximately in the order of 100 ms.

To address the latency issue, we take advantage of the high “bit-
wise” sparsity found in the activation values of bitwise GEMVs in
the attention layer. Our findings suggest collecting only “1”s along
a bitwise embedding input can significantly boost GEMV - and

GEMMs composed of GEMVs - operations. Our investigation visu-
alized in Fig. 7-(e), (f) shows that when split into bitwise elements
(Fig. 7-(a)), the activation matrices exhibit much higher sparsity
than when measured in coarser value grains (Fig. 7-(b) ∼ (d)). With
our findings, we propose BitSift-GEMV technique, where all bitwise
“0”s of bit-serial fetched input activations are skipped from GEMV
within AMS-PiM arrays.

In section 4.4, we propose a hardware-oriented technique that
designates the longest combination(s) of parsed input slices, incor-
porating a fixed, desired number of “1”s. By parsing and merging
the bit-serial-fetched token vectors, we can significantly stretch the
length of a processible input vector for a unit GEMV. Furthermore,
our proposed technique fully exploits the highest utilization of the
designed ADCs, stabilizing its operation by limiting flexibility.

4 FLARE Architecture
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> eMSB-Aware,

> approximated-

-based softmax

Figure 8: (a) Overall FLARE Architecture. (b) Hardware con-
figurations of each FLARE PE.

Building upon our findings and discussions, we present our
FLARE architecture — an FP- and division-less, end-to-end atten-
tion accelerator based on MRAM-SRAM hybrid AMS-PiM with
low-ENOB ADCs. The architecture overview is visualized in Fig. 8.
Our proposed architecture ensures accurate, reliable, efficient, and
fast on-device attention-layer computations and is validated at the
post-layout level using a 28nm FD-SOI process.

4.1 MRAM-SRAM Hybrid AMS-PiM Design
The basement of our system - MRAM-SRAM hybrid AMS-PiM de-
sign - utilizes the intrinsic advantages of each memory for two
distinct types of GEMVs: activation-weight (A-W) and activation-
activation (A-A) GEMVs, during the DNN’s main, and PIM’s core;
BLAS accelerations. The MRAM-PiM are well-suited to A-W-pair
GEMVs , owing to its non-volatile property which allows for sig-
nificant weight reuse. Furthermore, MRAM maximizes array-level
parallelism with a small memory cell size (∼ 1/3 of SRAM). On the
other hand, A-A-pair GEMVs , which require both operands to be
dynamic, are handled using SRAM-PiM devices. SRAM offers the
advantages of low write energy and high write speed compared to
MRAM, making it ideal for A-A GEMVs.

The size and number of arrays are configured to fully encom-
pass all parameters and computations of the self-attention layers,
which is a fundamental requirement for achieving the end-to-end
acceleration of the target model. The following paragraphs and
Fig. 9-(a) outline the minimum array configuration requirements
for implementing our FLARE architecture, while our specific design
choices are summarized in TABLE 1.
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Error-Suppressed Design: 6- Sensing Margin Guaranteed with SAWL ≤ 8

Hybrid MRAM-SRAM AMS-PiM

8T-SRAM-PiM: A-A ProjectionsMRAM-PiM: A-W Projections

→ Our Monte-Carlo simulation result verifies

6- sensing margin at SAWL ≤ 8 (MRAM, SRAM 14)

<Our Monte-Carlo Mismatch Test Result> <Applied to AMS-PiM Array>

→We limit SAWL ≤ 8

based on our simulation result

• Memory Comparison

– MRAM is selected for...

: High Density

: Low static power

: Non-Volatile property

– 8T-SRAM is selected for…

: Dual-port Operation

: Low write energy

: Fast write speed

(a)

(b)

AMS-AiM ArrayAMS-PiM Array

Figure 9: (a) Attribute and size requirements of each memory
type, and (b) Monte-Carlo-simulation-guided SAWL selection
for lossless computations.

First, the MRAM-CiM arrays for A-W GEMVs should store D2

weight elements for each query-, key-, value-, and the final-output
projection layers. For each array, the total number of WLs must be
larger than the hidden dimension 𝐷 so that the input tokens can
be full-parallelly fetched, and the total number of BLs should be
larger than 𝐷 ×𝑊𝐵𝑃 (weight-bit-precision) to independently store
and compute the multi-bit weights at independent BLs.

Second, for the SRAM-PiM array, the number of WLs should be
guaranteed so that it can handle 𝐷/𝐻 = 𝑑𝑘 dimensions, while 𝐻 in-
dependent arrays are needed to handle multi-head projections. The
columns of the SRAM(s) must store 𝑁 weight features, requiring
𝑁 × 𝐼𝐵𝑃 (IBP: input-activation-bit-precision) BLs.

Meanwhile, to ensure a stable, error-free computation in AMS-
PiM devices, we limit SAWL≤8 to guarantee stable, 6-𝜎 error-free
computation, which is verified by Monte-Carlo simulation using
our AMS-PiM arrays, where the results are summarized in Fig. 9-
(b). This configuration effectively ensures lossless computation,
however, for the latency risk tackled in section 3.3, we propose our
fast, accurate, and efficient BitSift-GEMV method in section 4.4.

4.2 Dequantization-Free PTQ Technique
In this section, we propose a dequantization-free PTQ that pene-
trates all computations within the attention layer, replacing the FP
and division arithmetics while retaining accuracy. As previously
discussed, our proposed quantization method enables lossless inte-
ger quantization using only shifting and parsing, accommodating
important attributes discussed in section 3.

As discussed in section 3.1, an integer quantization is “lossless”
when the requirement from equation 1 is satisfied, which occurs if
the quantization step size is smaller than that derived from floating-
point representations. This implies that the original input can be

Proposed eMSB-Q with Linear Projections in AMS-PiM Array

Q-bit INT Quantization – Conventional FP Divisions vs. eMSB-Q

Q-bit INT Quantization – Proposed eMSB-Q

eMSB Search

1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1
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÷

Divisions and Rounding Operations in FP32 → round(input÷max×(2Q ) 

Quantized Output: Q-bit

i) For unsigned integers:

ii) For signed integers:

Bitslice-Parse Process → Acquire eMSB & Parse

Quantized Output
: (Q+1)-bit

Sign Extension or ‘0’sMeaningless ‘0’s

Quantized Output:

Redundant (processings skipped)
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i) Obtain Quantization Step: S = MAXinput/2Q
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Both stage requires 

floating-point divisions

Input: high-bit-precision integer from various types of operations 

Operation
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Bit-Serial

GEMV
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Figure 10: Our FP- and division-less integer quantization
method, eMSB-Q. (a) Definition of eMSB for negative and
positive (or unsigned) numbers. (b) eMSB-Q achieves lossless
quantization at the expense of 1 more bit. (c) When applying
our eMSB-Q for the AMS-PiM array, bit-serial inputs also
benefit from skipping irrelevant computations.

divided by any 2𝑛 , as long as 2𝑛<S, where S represents the quantiza-
tion step size used in FP-based quantization. Therefore, we decided
to replace the dequantization and division process, as depicted
and compared with the conventional method, in Fig. 10-(a) and
(b). Our method, termed effective-MSB-based Quantization (eMSB-
Q), ensures numerical integrity while replacing the dequantization
and quantization-step acquisition process with eMSB detection,
and division operations with arithmetic shifting and parsing. The
eMSB-search process simply identifies the location of the actual
MSB within a group of bitwise values, eliminating the need for
sorting to determine the maximum “value” and its “index.”

To prevent outliers from being clipped during eMSB-Q, we ap-
ply per-token quantization for Q, QK𝑇 , and the final output. This
approach leverages that each token vector in the Q-matrix is in-
dependently processed throughout the self-attention mechanism.
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Algorithm 1 VDR-Softmax
Input: 𝑥 [Q𝐼 -1:0][(N-1):0], n𝑒
N = number of the input elements
Q𝐼 = input bit precision, Q𝑂 output bit precision
n𝑒 =

∑
(MSB-eMSB) over input→Q→QK𝑇

Parameters:
𝑎,𝑏, 𝑐, 𝑆, 𝑙 ← 𝑎 (𝑛𝑒 ), 𝑏 (𝑛𝑒 ), 𝑐 (𝑛𝑒 ), 𝑆 (𝑛𝑒 ), 𝑙 (𝑛𝑒 )
⇒ once for𝑄𝐼 , incorporates exponent information.
⇒ LUT-processed, 100 bytes
Output: 𝑥𝑆𝑜𝑓 𝑡𝑚𝑎𝑥 [Q𝑂 -1:0][(N-1)):0]

function VDR_iPOLY(r, n𝑒 )
𝑥𝑃𝑂𝐿𝑌 ← 𝑟 × (𝑟 + 𝑏 ) + 𝑐
𝑆𝑃𝑂𝐿𝑌 ← 𝑎 × 𝑆
return 𝑥𝑃𝑂𝐿𝑌 , 𝑆𝑃𝑂𝐿𝑌

function VDR_iEXP(x𝑠𝑢𝑏 , n𝑒 )
𝑄 ← clip(𝑖𝑛𝑡 (𝑋𝑠𝑢𝑏/𝑙 ), 2 × 𝑄𝐼 )
𝑟 ← 𝑥𝑠𝑢𝑏 − 𝑄 − 𝑙
𝑟𝑃𝑂𝐿𝑌 , 𝑆𝑃𝑂𝐿𝑌 ← iPOLY(𝑟, 𝑆 )
𝑟𝐸𝑋𝑃 = 𝑟𝑃𝑂𝐿𝑌 << 𝑄

𝑆𝐸𝑋𝑃 = 𝑆𝑃𝑂𝐿𝑌 >> 𝑄

return 𝑟𝐸𝑋𝑃 , 𝑆𝐸𝑋𝑃

function VDR_Norm(x, S)
𝑥𝑠𝑢𝑏 = 𝑥 − max(𝑥 )
𝑟𝐸𝑋𝑃 , 𝑆𝐸𝑋𝑃 = 𝑖𝐸𝑋𝑃 (𝑥𝑠𝑢𝑏 , 𝑆 )
𝑥𝑆𝑜𝑓 𝑡𝑚𝑎𝑥 = eMSB-Q(𝑟𝐸𝑋𝑃 )
return 𝑥𝑆𝑜𝑓 𝑡𝑚𝑎𝑥 , 𝑆𝐸𝑋𝑃

However, KV generations - which must preserve global context -
involve storing all vectors of 𝑁 tokens. It differentiates the parsing
strategy: we parse bits starting fromMSBs rather than eMSBs, using
a longer bit to reserve a wider dynamic range for the global context.

Note that, the inherent quality of linear operations is kept with
eMSB-Q. However, to save the distinct attributes within the non-
linear layer using our per-token quantization process, we transfer
the eMSB information to the VDR-Softmax block, enabling it to
incorporate exponent data during processing. This step is essential
for the precise functioning of the Softmax layer, which relies on
accurate exponent handling, unlike linear layers. In the following
section, we further describe integer-processed Softmax for PTQ.

4.3 Proposed VDR-Softmax Fused with eMSB-Q
The simplified yet accurate implementation of the Softmax layer in
PTQ requires a precise understanding of its characteristics and a
more sophisticated integer-processing technique. The implementa-
tion involves several key steps, outlined in the Algorithm 1. Our
approach utilizes per-token eMSB information to ensure accurate
yet FP-less processing and uses only shifting and parsing of integers
to normalize and quantize the score into integer format.

While accommodating exponent information in processing the
nonlinear layer is critical, as visualized in Fig. 5-(c), directly multi-
plying/dividing the integer 𝑥 makes the number exceed the repre-
sentable range of the integers with designated bit-precision, leading
to loss of information. The key to handling Softmax processing with
integer arithmetic lies in adapting the exponent indirectly while ap-
proximating the 𝑒𝑥/𝑛 function, where 𝑥 is an integer-format input

value and 𝑛 is a representation of the exponent. To accomplish that,
we adjust the base (𝑒) of the exponential function from 𝑒 to 𝑛

√
𝑒 ,

rather than adjusting the integer-represented 𝑥 in order to avoid the
loss of information. Using well-established, 𝑒𝑥 -approximating func-
tions from previous works [32, 37]. This adjustment is accomplished
by modifying the internal parameters of the proposed method, with-
out requiring division arithmetic.

Additionally, the base adjustment along the exponentiation pro-
cess - from 𝑒 to 𝑛

√
𝑒 - is performed per token, using eMSB data from

the eMSB-Q stage. Since Softmax is computed per token, aligned
with our quantization approach (in section 4.2) and dataflow control
mechanism (in section 4.5), we do not need to store eMSB positions
for all Q vectors, enhancing our architecture’s scalability.

After the exponentiations, we apply eMSB-Q to a group of expo-
nentiated outputs for each token, maximizing the utilization of the
dynamic range provided by a Q𝑂 -bit (Softmax output precision)
integer. This approach avoids division while preserving the orig-
inal proportions of the values, ensuring that the maximum value
is mapped to the highest possible representation, with sufficient
range allocated for smaller values.

Consequently, our VDR-Softmax achieves both efficiency and
accuracy, making it well-suited for end-to-end, integer-based ac-
celeration within our PTQ-based attention accelerator architecture.
This approach not only retains the critical properties of the expo-
nentiation and divisions in Softmax, but also alleviates the compu-
tational overhead, leading to significantly enhanced efficiency with
secured performance.

4.4 BitSift-GEMV Processor
Along the end-to-end, on-device fusion of the self-attention layer,
our BitSift-GEMV technique for AMS-PiM significantly boosts
sparse GEMV, which composes most of the computations in the
attention layer. BitSift-GEMV is motivated by two key factors: (1)
the highlighted bitwise sparsity of activation data illustrated in
Fig. 7 and (2) the constant-maximum number of “1”s (=8) WL ac-
tivations, which allows the highest-utilization-rate operation and
strengthened robustness of ADC designs.

Existing AMS-PiM designs require flexibility in the number of
processible SAWL as input vectors have a random number of “1”s
along the bit-slice. One thing to note here is that a flexible SAWL
can lead to worse computation reliability with higher overhead
for the ADC design (Fig. 11-(b)). For SAWL-flexible configurations,
the ADCs should handle a wider, variable dynamic range, higher
resolution, and varying threshold during the analog-to-digital con-
versions. This also compromises the utilization rate when the actual
SAWL lowers, wasting power/area implemented for higher SAWL.
Therefore, our design sets “SAWL=MAX” for all time without flex-
ibility, by incorporating dummy-“1” inputs to maintain a fixed,
maximum number of “1”s.

To maintain a constant number of SAWL at 8 (= maximum SAWL
that allows 6-𝜎 reliability), the SAWL𝐷 controller in Fig. 11-(a)
supplements the SAWL with additional “1”s, when the input vec-
tor has fewer “1”s than 8. Specifically, the SAWL𝐷 controller acti-
vates SAWL𝐷 = (8−SAWL) WLs at the bottom of the array. This
is achieved by incorporating a dummy array and WL interfaces
consisting of seven rows at the bottom. The memory cells within
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Figure 11: (a) SAWL𝐷 controller enabling a fixed number
of SAWL(=8) when the input data is insufficient of “1”s. (b)
Relation between SAWL and the dynamic range variation
of analog-signal-domain popcount. Limiting flexibility with
SAWL relaxes the ADC-design challenges for AMS-PiM.

these dummy rows are all set to “0” (off-cells), emulating compu-
tations with dummy inputs. The array configuration serves two
purposes: (1) isolating dummy operations - it prevents the dummy
array from affecting the actual computation output, and (2) enhanc-
ing variation resiliency - by consistently returning “0”s, the dummy
array area improves the system’s robustness against variations. I.e.,
While processing only “1”s along the input vector, the bitwise “0”s
along the vector(s) are skipped from the actual computation.

The fixed-SAWL processing incorporating SAWL𝐷 controller
employs a two-step approach. First, the input vector is scanned to
identify the longest slice containing eight “1”s. The slice is then
selected for processing. Second, for the tail end of a vector with
fewer “1”s (or, for a very sparse input vector), the SAWL𝐷 processor
supplements the existing “1”s with additional ones from the dummy
array. This ensures a consistent maximum SAWL for all compu-
tations, regardless of the input vector’s density. By maintaining a
constant SAWL of 8, this method fixes the input dynamic range
for ADC and enables lower area/energy/error overhead, even with
varying input sparsity.

To support the SAWL𝐷 controller by identifying the longest
segment(s) of the input with the largest number of SAWL that re-
main constrainted of being ≤8, we introduce our BitSift-GEMV
controller, depicted in Fig. 12. This strategy introduces a novel ap-
proach for highly efficient sparse GEMV processing, achieving low
latency and minimal area/energy overhead. Instead of a hypotheti-
cal brute-force method that might scan the entire input vector bit
by bit - resulting in significant latency penalties as vector length
and sparsity increase - the BitSift-GEMV controller leverages a
hierarchical design with high parallelism. This includes (1) a local-
pop controller (LPC) and (2) a global-pop controller (GPC), where
“pop-count” refers to the number of “1”s in the input vector.

(1) The LPC efficiently counts the number of “1”s within short,
fixed-length slices of the input vector using dedicated “pop de-
tector” and “popcount” blocks. This localized processing ensures
low-latency computation of the popcount within each slice. (2)
The GPC aggregates the popcounts from LPCs to rapidly identify
the highest possible number of “1”s, constrained to a maximum of
8, for further processing. Once aggregation is complete, the GPC
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Figure 12: Our BitSift-GEMV controller parses, selects, and
fetches the longest portion(s) of the input - that contains
designated SAWL - to WL interface(s).

activates the “MASK” to fetch the corresponding vector to the out-
put and WLs. If the total number of “1”s identified by the GPC is
fewer than 8, the SAWL𝐷 controller (Fig. 11-(a)) supplements the
input by adding “1”s from the dummy array before forwarding it
to the WLs of PiM array. This hierarchical and parallel architecture
enables our AMS-PiM arrays to sustain high performance, even as
input vector lengths and sparsity increase. The design is specifically
optimized for extremely sparse inputs, especially whose popcount
within each LPC’s slice remains ≤ 8. This emphasis on sparsity
aligns with the activation values frequently observed in neural
networks, as illustrated in Fig. 7-(e), (f).

However, recognizing that real-world data can exhibit varying
sparsity patterns, the BitSift-Controller also incorporates dedicated
circuitry to handle denser input segments. That is, our BitSift-GEMV
controller dynamically adjusts the processing flow when an LPC
encounters eight or more “1”s within its slice, or when the GPC
detects a global popcount exceeding 8. This dynamic adjustment
mechanism is as follows. When the “pop detector” block in LPC
detects 8×“1”s before reaching the end of the sliced input, the inputs
are marked from the beginning to the point where the 8-th “1” is
found, using the “pop marker” block. The marked section is then
fetched first, consuming a column-sum cycle in the AMS-PiM array.
After that, the marker marks from the next section of the inputs to
be processed - excluding the section fetched so far - and continues
until the process reaches the end of the LPC’s processible input
section. After the LPC-level sparsity requirement (popcount<8) is
all met, in the GPC, when the global popcount adder returns >8,
the ctq (compute-token queue) circuit block controls the “MASK”s,
gating the LPCs from fetching the input to the PiM array so that
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the LPCs of having summed popcount under 8 can be only fetched.
Thus along the input vector of length [D], it takes processing cycles
up to roundup(𝐷×(1-bitwise_sparsity)8 ). Therefore, our BitSift-GEMV
technique reduces the processing latency by (1 − bitwse_sparsity),
fully utilizing the finest grain of sparsity.

4.5 Reduced Tensor Traffic

Fused StagesFLARE Dataflow with Reduced Tensor Traffic
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Figure 13: Visualized Dataflow and tensor traffic of FLARE:
QKV generation, on-the-fly processing, and fused operations.

Conclusively, our FLARE architecture minimizes tensor traffic
in attention mechanisms by fusing the end-to-end attention layer
with combined novel techniques. The dataflow of our FLARE archi-
tecture (depicted in Fig. 13) can be understood as follows: (1) K & V
Projections and (2) end-to-end fused, per-token (𝑄-𝐿-𝐴-𝑂) process.

(1) K & V projections: This stage involves A-WGEMM (a series of
GEMV) operations on input tokens with weight matrice W𝐾 &W𝑉 ,
requiring input streaming to generate the complete KV matrices.

(2) Per-token fused process: After generating KV matrices, the
end-to-end-fused attention process is handled, requiring a second
input stream-in. Rather than storing an input in an internal buffer,
we stream data twice for improved area efficiency and scalability.

Hence, the revised tensor traffic can be represented as:

Revised Tensor Traffic = 2 × 𝐵 × 𝑁 × 𝐷 (in) + 𝐵 × 𝑁 × 𝐷 (out) ,

achieving substantial tensor traffic reduction by leveraging our
proposed techniques.

5 FLARE Evaluations
Our proposed FLARE architecture and its design components are all
embedded into a compact ASIC with superior energy and latency
performance per token. We validate our design through meticu-
lous circuit simulations, including Monte Carlo simulations (result
summarized in Fig. 9-(b) and post-layout circuit simulations for
physical-level feasibility, using our custom-designed ASIC on 28nm
FD-SOI technology, and our design is summarized in TABLE 1.

We tested our FLARE using 8-bit integer-quantizedmodels across
different NLP (withGLUE benchmarks [52]) and vision (ImageNet [14]
Classification) tasks, as well as with various transformer mod-
els [16, 17, 38, 49]. We compared the results with state-of-the-art

Table 1: Summary of our FLARE design in 28nm process

Component Area (mm
2
) Power (mW) Parameters & Specifications

BitSift-

GEMV

Controller

SHIFT/ADD 0.221 2.47

eMSB-Q 0.0202 0.213

BitSift-

GEMV

Controller

SRAM

+ ADC

SHIFT/ADD 0.553 6.24

eMSB-Q 0.11 1.17

iPoly 1.17 48.4

iEXP 1.29 18.6

VDR-Norm

(eMSB-Q)

29.665 Per Single Attention LayerFLARE 
Unit PE (≒ 1.86*) (*Approximated in 7nm process)

492.44 16 PEs for multi-layer processingFLARE
 PE Array (≒ 30.78*) (*Approximated in 7nm process)

Total Bit Cells: 512×64×1024
5.384

45.2

(power gated unless used)

FLARE Properties in 28nm Process

A-W Linear Projection Modules

0.003468 8.11

Total Bit Cells: 72×1024×1024
19.546

2,535

iPoly: 2
nd

-order polynomial

iEXP with Max. integer bit inside: 24’b

MRAM

+ ADC

14.4

(power gated unless used)

VDR-SoftMax Module

0.23 2.29

FLARE Architecture (PE with All Modules / PE Array)

150.8

A-A Linear Projection Modules

0.001156 3.6

GPUs (Nvidia RTX 3090, RTX 4090, T4, and A100), as well as a PiM
baseline where we excluded our proposed techniques.

Our experimental results validate the FLARE architecture’s di-
verse efficacy. The design exploration highlights the significance
of customizing inner-array configurations and parallelism levels
to optimize performance. The eMSB-Q and VDR-Softmax tech-
niques maintain high inference accuracy while eliminating FP op-
erations, thereby enhancing computational efficiency. Additionally,
the BitSift-GEMV technique leverages bitwise sparsity to signifi-
cantly accelerate GEMV operations. Collectively, these innovations
establish our architecture as a robust and scalable solution for
transformer acceleration, delivering substantial reductions in both
latency and energy consumption.

5.1 Hardware Customization Exploration

1

5

25

125
Design Customization with ×N Parallelism (DC“N”)

Chip Size Latency Power Energy

DC1 DC64DC32DC16DC8DC4DC2

Higher Parallelism

Figure 14: Design study on array-level device parallelism.
Larger values imply better characteristics.

We conducted a design exploration study to understand how
different array-parallelism configurations affect the overall per-
formance of our proposed architecture. Fig. 14 shows the normal-
ized metrics of various design choices, including chip size, latency,
power, and energy consumption. For the summary in Table 1, our
choice for the parallelism is 8× array (i.e., DC8), to show the design
result with a medium benchmark.
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5.2 Impact of eMSB-Q and VDR-Softmax

Accuracy Results on Various Model & Tasks Benchmarks

ImageNet Classifications
Natural Language Processing Tasks

Model BERT-Base BERT-Large

Model Method
Accuarcy

(%)
Benchamark Method

Accuarcy

(%)
Method

Accuarcy

(%)

ViT-S

fp32 81.14

MNLI-m

fp32 89.56 fp32 91.80

Conventional 80.69 Conventional 86.63 Conventional 89.50

Proposed 81.08 Proposed 89.70 Proposed 91.72

ViT-L
fp32 84.28

MNLI-mm

fp32 89.25 fp32 91.70

Conventional 83.10 Conventional 86.53 Conventional 89.40

Proposed 84.23 Proposed 88.98 Proposed 91.51

DeiT-T

fp32 71.99

QQP

fp32 92.21 fp32 94.66

Conventional 71.66 Conventional 90.30 Conventional 92.07

Proposed 71.94 Proposed 91.54 Proposed 93.62

DeiT-S

fp32 79.61

QNLI

fp32 94.66 fp32 95.98

Conventional 79.39 Conventional 91.87 Conventional 93.56

Proposed 79.58 Proposed 93.54 Proposed 95.74

DeiT-B

fp32 81.60

SST-2

fp32 96.49 fp32 98.23

Conventional 81.14 Conventional 94.25 Conventional 95.44

Proposed 81.54 Proposed 96.27 Proposed 97.95

CoLA

fp32 62.42 fp32 69.36

Quantization Methods Conventional 61.88 Conventional 68.31

Proposed 62.45 Proposed 69.55

•Conventional

= Quantized INT8 with fp32

dequantization-quantization

+ fp32 softmax

STS-B

fp32 92.92 fp32 94.04

Conventional 89.89 Conventional 91.28

Proposed 91.71 Proposed 94.06

MRPC

fp32 92.72 fp32 93.64

Conventional 90.19 Conventional 92.07

•Proposed

= INT(8+1) using eMSB-Q

+ VDR-Softmax

Proposed 92.84 Proposed 93.01

RTE

fp32 79.56 fp32 88.03

Conventional 78.61 Conventional 86.13

Proposed 79.61 Proposed 88.00

Figure 15: Comparison of inference accuracy results: various
NLP tasks and ImageNet classification tasks with different
transformer models.

Fig. 15 presents the inference accuracy benchmarks across vari-
ous tasks and models. The comparison includes the FP32 baseline,
a traditionally-integer-quantized model utilizing the FP32-based
DQ-Q process, and our proposed method employing eMSB-Q quan-
tization combined with the VDR-Softmax technique. The results
demonstrate that our approach sustains high accuracy while elimi-
nating FP operations, thereby achieving substantial improvements
in computational efficiency.

5.3 Impact of BitSift-GEMV

Figure 16: Average amount of how much GEMV operations
were boosted. The boosting factors were almost directly the
same as our anticipated values, revealing our BitSift-GEMV’s
efficacy.

Fig. 16 presents the impact of our proposed BitSift-GEMV tech-
nique on the average number of boosting factors in GEMV opera-
tion cycles, compared to PiM baseline with fixed-length processed
GEMV. Note that the boosting is marked without the effect of array

parallelism, and the measurement result is solely boosted by the
BitSift-GEMV only. The boosting factor observed correlates closely
with our anticipated values, demonstrating the effectiveness of
exploiting bitwise sparsity to enhance GEMV processing speed.

5.4 Impact on Latency Performance

Figure 17: Comparison of normalized token/sec performance.
The CiM Baseline was omitted due to its poor performance
from significant latency with out-of-PiM tensor traffic and
segmented GEMV.

We measured and compared the token/sec performance with
various tasks, models, and hardware. Fig. 17 shows that our design
achieves competitive latency performance, outperforming not only
the PiM baseline but also famous SOTA GPUs. This improvement
is primarily attributed to the integration of the end-to-end fusion
technique and the BitSift-GEMV approach.

5.5 Impact on Energy Performance

Figure 18: Comparison of normalized token/Joule perfor-
mance.

Fig. 18 illustrates the energy efficiency of our FLARE architecture
compared to various SOTA GPUs and a PiM baseline across diverse
NLP and vision tasks. The results highlight that our architecture
achieves outstanding energy efficiency, positioning it as a practical
solution for energy-constrained applications. Notably, without our
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on-device end-to-end kernel fusion technique, the reliance on FPUs
or the substantial out-of-PiM tensor traffic significantly undermines
the baseline PiM devices’ inherent efficiency.

6 Discussion - Related Works
FLARE’s design offers an accurate, fast, and efficient foundation
for accelerating self-attention layers in encoder models. Beyond its
standalone capabilities, FLARE seamlessly integrates with optimiza-
tion techniques to further enhance performance without hardware
revisions. For instance, FLARE complements FlashAttention [13]
by processing tiles independently in a FLARE PE, effectively scaling
to long sequences or oversized models while preserving its core
strengths. Also, FLARE aligns with Dynamic Attention Modulation
techniques [40], dynamically allocating resources based on input
complexity to reduce redundant computations and optimize energy
efficiency. Moreover, FLARE supports hot-expert routing [33] in
Mixture-of-Experts models, efficiently handling intensive computa-
tions while reducing tensor traffic. Finally, representation compres-
sion techniques [25, 27, 34, 42] align with FLARE’s processing to
lower computational demands without sacrificing accuracy.

7 Conclusion
This work presents FLARE, an AMS-PiM-based architecture de-
signed to overcome the computational and hardware bottlenecks
of transformer models. By introducing dequantization-free PTQ,
integer-only nonlinear processing, and BitSift-GEMV for sparse
GEMV acceleration, FLARE achieves robust energy efficiency, er-
ror resilience, and computational performance. FLARE’s hybrid
MRAM-SRAM design enables on-chip processing of self-attention
layers while eliminating the need for high-ENOB ADCs and FPUs,
reducing area and power overhead. Experimental results confirm
FLARE’s superiority over GPUs and PiM baselines in latency, en-
ergy efficiency, and scalability, making it a practical solution for
deploying transformers in diverse environments.
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