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Abstract

Online hate speech poses a serious threat to individual well-being

and societal cohesion. A promising solution to curb online hate

speech is counterspeech. Counterspeech is aimed at encouraging

users to reconsider hateful posts by direct replies. However, current

methods lack scalability due to the need for human intervention or

fail to adapt to the specific context of the post. A potential remedy is

the use of generative AI, specifically large language models (LLMs),

to write tailored counterspeech messages. In this paper, we analyze

whether contextualized counterspeech generated by state-of-the-

art LLMs is effective in curbing online hate speech. To do so, we

conducted a large-scale, pre-registered field experiment (𝑁 = 2, 664)

on the social media platform Twitter/X. Our experiment followed a

2x2 between-subjects design and, additionally, a control condition

with no counterspeech. On the one hand, users posting hateful

content on Twitter/X were randomly assigned to receive either

(a) contextualized counterspeech or (b) non-contextualized coun-

terspeech. Here, the former is generated through LLMs, while the

latter relies on predefined, generic messages. On the other hand,

we tested two counterspeech strategies: (a) promoting empathy

and (b) warning about the consequences of online misbehavior.

We then measured whether users deleted their initial hateful posts

and whether their behavior changed after the counterspeech in-

tervention (e.g., whether users adopted a less toxic language). We

find that non-contextualized counterspeech employing a warning-

of-consequence strategy significantly reduces online hate speech.

However, contextualized counterspeech generated by LLMs proves

ineffective and may even backfire.
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1 Introduction

Online hate speech poses a serious threat to individual well-being

and societal cohesion. Individuals who experience online hate

speech frequently suffer from psychological consequences that neg-

atively affect their mental and physical well-being [18, 30, 48, 60].

Additionally, online hate speech is known to foster hostility be-

tween societal groups [50, 51] and may even motivate real-world

violence such as witnessed in the 2017 Rohingya genocide in Myan-

mar [5] and the 2019 Christchurch mosque shooting [56]. Reducing

online hate speech is thus a pressing issue for society. Here, we

evaluate whether generative AI, specifically large language models

(LLMs), can help in writing counterspeech and thereby reduce hate

speech on social media.

Counterspeech refers to direct responses (typically posted pub-

licly) intended to encourage users to reconsider their hateful posts

[34]. A benefit of counterspeech is that it does not infringe on users’

freedom of speech since no content is removed. Generally, there are

different strategies to counter online hate speech. For example, one

counterspeech strategy is to promote empathy toward the attacked

group or individual (e.g., “Imagine how it feels for group X to see peo-
ple be attacked like this ...” ) [25, 55]. Another strategy is commonly

referred to as warning-of-consequences and reminds offenders

of social norms and warns of the consequences of online misbehav-

ior (e.g., “This is hate speech! Such posts can damage your personal
and professional reputation” ) [3, 4, 51, 55]. Previous research has

demonstrated the effectiveness of counterspeech for reducing on-

line hate speech across multiple field experiments [25, 39, 40, 51].

Later, we build upon the two strategies, which we then automated

for contextualized counterspeech through the use of LLMs.

Counterspeech is traditionally implemented via two approaches:

(1) manual counterspeech through human counterspeakers [54] or

(2) scalable approaches with predefined, yet generic counterspeech

messages under an “one-fits-all” paradigm [25, 39, 40, 51]. Manual

counterspeech done by human counterspeakers is highly flexible

and can be specifically tailored to the context of a hateful post [21].

However, manual counterspeech requires significant human effort

and is thus not scalable to large social media platforms. Counters-

peakers are further exposed to large amounts of online hate speech,

which may negatively affect their well-being [54], rendering this

approach impractical. In contrast, the “one-fits-all” approach from

previous research [25, 39, 40, 51] can be automated and is thus

scalable to a wider population of social media users. However, this

approach ignores the context of a hateful post, potentially limiting

the effectiveness of such a non-contextualized approach [38, 55]. In

sum, existing studies have only studied scalable approaches based

on a “one-fits-all” paradigmwhere hateful users received predefined,

yet generic counterspeech messages. However, a counterspeech

approach that is scalable and contextualized is missing.

Motivated by the above, we study the effectiveness of generative

AI in the form of LLMs as a scalable approach for writing contextu-

alized counterspeech. Modern LLMs can generate human-like text

tailored to specific contexts [19, 20, 23, 27, 53, 68], which allows

to generate counterspeech at scale and further enables to provide

counterspeech that is contextualized to a specific topic.

In this paper, we analyze whether contextualized counterspeech

generated by LLMs is effective in curbing online hate speech.
1
To

do so, we conducted a large-scale, pre-registered field experiment

1
Code and data are available at https://osf.io/2nhsm/?view_only=

247d97d62b994a419e07ff5c5a156f10.
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(𝑁 = 2, 664) on the social media platform Twitter/X (see Fig. 1

for an overview). A particular strength of our study is its exter-

nal validity. In contrast to survey or lab experiments that rely on

simulated online environments, we provide real-world evidence

from actual social media users who posted hate speech. To the

best of our knowledge, we are the first to test the effectiveness of

contextualized counterspeech generated using LLMs for reducing

online hate speech in the field.

Our experiment followed a 2x2 between-subjects design, with an

additional control condition without counterspeech. Users posting

hateful content on Twitter/X were randomly assigned to receive

either (a) contextualized counterspeech or (b) non-contextualized

counterspeech. Here, the former is generated through an LLM,

while the latter relies on predefined, generic messages. In doing

so, we test whether counterspeech is more effective when carefully

tailored to the context of the original hate speech post. Addition-

ally, we employed two counterspeech strategies: (a) promoting

empathy and (b) warning about the consequences of online mis-

behavior. Here, we test which strategies are effective and whether

the effectiveness may be positively (or negatively) influenced when

contextualized counterspeech messages are crafted through an

LLM. Eventually, we measured whether users reconsidered their

actions (i.e., whether they deleted their initial hateful post) and

whether their behavior changed as a response to the intervention

(i.e., whether they posted fewer hateful posts and adopted a less

toxic language). Thereby, we contribute new insights into the role

of LLMs in promoting online civility. Importantly, we later find that

the use of LLMs may even backfire and thus call for caution when

LLMs are used to improve online safety.

2 Related work

Online hate speech is a significant threat to individual well-being

and social cohesion [10, 18, 30, 48, 50, 51, 60]. The United Nations de-

fines hate speech as “any kind of communication in speech, writing

or behavior, that attacks or uses pejorative or discriminatory lan-

guage with reference to a person or a group on the basis of who they

are, in other words, based on their religion, ethnicity, nationality,

race, color, descent, gender or other identity factor.” [61] Previous

research has, for example, studied the virality of hate speech [33],

the characteristics of users sharing hate speech [45] but also how

to detect [2, 41, 45] and curb online hate speech [25, 39, 40, 51].

Curbing online hate speech is challenging [21, 28]. Automated

measures, such as content removal and account suspensions, are

scalable and can effectively reduce online hate speech [21]. How-

ever, automated measures that are not properly calibrated may

falsely remove content, which may be perceived as an infringement

on individuals’ freedom of speech [22, 24, 38] and thus even spur

more hostility [26, 34]. In contrast, manual moderation, such as the

removal of problematic content or accounts by human moderators,

can be more precise [21]. However, the high prevalence of online

hate speech makes such efforts impractical [28]. Research has also

shown that manual moderation can negatively impact the well-

being of moderators [54], raising ethical concerns about its use. In

this paper, we focus on counterspeech, which is seen as a promising

approach to address the rise in online hate speech [12, 25, 62].

Counterspeech refers to direct responses intended to encour-

age users to reconsider their hateful posts [34]. Since no content

is removed, a key advantage of counterspeech is that it does not

infringe on users’ freedom of speech [34]. Previous research has

suggested various strategies for counterspeech, such as empathy

or reminding of social norms through warning-of-consequences

[25, 34, 38–40, 55]. The effectiveness of counterspeech has been

demonstrated in multiple field experiments [25, 39, 40, 51]. For ex-

ample, counterspeech reminding of social norms reduced religious

hate speech [51]. Furthermore, empathy-based counterspeech sig-

nificantly reduced racist hate on Twitter/X [25, 39]. However, these

studies typically follow a “one-fits-all” paradigm where predefined,

generic counterspeech messages are sent to all offenders (e.g., “This
post is disrespectful. Please stop posting such hateful content!” ). In
other words, this “one-fits-all” approach ignores the context of the

underlying hateful post, potentially limiting its persuasiveness.

The emergence of LLMs has greatly improved the quality of

automated text generation. LLMs take so-called prompts as inputs

and then generate human-like text [19, 20, 23, 27, 53, 68]. LLMs are

nowadays applied across various fields. For example, LLMs have

been used towrite political messages [23], aidmental health support

[49], and provide recommendations in the emergency department

[65]. Here, we explore the use of LLMs to generate contextualized

counterspeech to curb online hate speech. A key strength of LLMs

in this setting is that LLMs are scalable to the large volume of hate

speech on social media platforms.

Previous research has demonstrated the potential of LLMs to

produce counterspeech [7, 13, 14, 44, 58], yet with important limi-

tations. On the one hand, these studies [7, 13, 14, 58] do not evalu-

ate the effectiveness of LLM-generated counterspeech in the field

but merely use surveys for evaluation. This is problematic since,

even if people report that they are willing to behave civilly, it does

not mean they act accordingly. This observation is known as the

“intention-behavior gap” and poses a severe limitation when mea-

suring intentions instead of actual behavior [29]. This can lead to

inflated reports of civil behavior in surveys that may not translate

to real-world social media environments. On the other hand, there

is research [44] that analyzes secondary outcomes (e.g., views, likes)

and thus fails to measure the effectiveness of counterspeech. Conse-

quently, it remains unclear whether LLM-generated counterspeech

can reduce online hate speech on real-world social media platforms.

Research gap:To the best of our knowledge, there is no evidence

on whether LLM-generated counterspeech can effectively change

real-world social media users’ behavior to reduce online hate speech.

To close this gap, we conducted a field experiment on Twitter/X to

test whether contextualized counterspeech generated by state-of-

the-art LLMs is effective in curbing online hate speech.

3 Research question

There are good reasons to believe that contextualized counterspeech

generated by an LLM is effective in curbing online hate speech. Con-

text generally plays an important role in countering hate speech

[38, 55]. For example, educating an aggressor on “why” a post is

offensive may be more effective and lead to more lasting behavior

change than a generic message (e.g., a user may not be fully aware

of why a post is perceived as offensive) [55]. Previous research has

2
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Figure 1: Overview of our field experiment.

demonstrated that LLM-generated messages are generally persua-

sive across various applications [35] but outside of counterspeech.

For example, LLMs can generate messages that successfully me-

diate between opposing groups [59], decrease conspiracy beliefs

[17] and promote civility in online conversations [6, 22]. Thus, it is

likely that crafting custom messages through an LLM could also

encourage online offenders to reconsider their hateful posts and,

therefore, potentially reduce hate speech.

However, there are also reasons why counterspeech generated by

LLMs may be ineffective. Generally, whether LLMs are persuasive

varies across different use cases [57, 63]. For example, outside of

counterspeech, some works ask users to have long discussions with

chatbots and then assess whether their beliefs have changed as a

result [6, 17, 22, 59]. In contrast, one-time interventions such as

counterspeech are minimally invasive and may thus be ineffective.

Additionally, studies suggest that contextualized messages are more

likely to be identified as LLM-generated, which could lessen their

impact compared to non-contextualized messages [23]. In fact, the

identity of the source delivering counterspeech is crucial to be

effective [39, 51]. Users who recognize that they are interacting

with an LLM may resist changing their behavior or feel deceived.

There is also evidence that counterspeech may be perceived as

intrusive and therefore can backfire and even escalate hostility

[34].

Motivated by the above, we evaluate the effectiveness of con-

textualized counterspeech generated by an LLM in a large-scale,

pre-registered field experiment (𝑁 = 2, 664) on Twitter/X. In partic-

ular, we seek to answer the following research question (RQ):

Research question: Can contextualized counterspeech gen-
erated by an LLM effectively curb online hate speech?

4 Methodology

To evaluate the effectiveness of contextualized counterspeech gen-

erated by an LLM to reduce hateful content on social media, we con-

ducted a large-scale, pre-registered
2
field experiment on Twitter/X

(www.X.com). In the following, we describe our (1) interventions,

(2) experimental procedure, (3) study population, (4) statistical anal-

ysis, and (5) ethical considerations.

2
Pre-registration available at https://osf.io/38saz/?view_only=

263687bff9824852b8ed204f257de8d5

4.1 Interventions

Our experiment followed a 2x2 between-subjects design where, in

addition, we included a control condition with no counterspeech.

Overall, we thus randomly assigned users to one of five experimen-

tal conditions. Our experimental conditions are shown in Table 1.

Table 1: Experimental conditions for the field experiment.We

randomly assigned users to one of five experimental condi-

tions: Users receive either (a) contextualized LLM-generated

counterspeech or (b) non-contextualized counterspeech. We

further tested two counterspeech strategies: (a) promoting

empathy and (b) warning about the consequences of online

misbehavior. Additionally, we used a control condition with-

out intervention (i.e., without counterspeech).

Empathy Warning-of-Consequences

  Non-contextualized   generic-empathy   generic-warning

Æ Contextualized Æ context-empathy Æ context-warning

control condition (=no counterspeech intervention)

Our messages for   non-contextualized counterspeech are in-

spired by [25]. The messages either promote empathy (  generic-

empathy) or warning-of-consequences (  generic-warning). To

avoid a strongly repetitive reply pattern that may irritate users,

we used five different counterspeech messages for each non-

contextualized condition that are qualitatively the same.
3
The exact

messages are reported in Table 5.

To generate Æ contextualized counterspeech, we used Llama-3

70B Chat, a state-of-the-art open-source LLM developed byMeta [1].

Depending on the condition, we prompt the model to generate coun-

terspeech aimed at promoting empathy (Æ context-empathy) or

warning-of-consequences (Æ context-warning).
4
Our prompts

3
Throughout our paper, we label non-contextualized counterspeech with an emoji

showing a “human” (  ) to indicate that these messages were crafted by human

experts. However, all non-contextualized counterspeech messages are predefined and

not customized to address specific posts.

4
LLMs are known for their ability to generate empathetic content [31]. However, it is

unclear whether they can produce convincing warnings. To address this, we conducted

an online survey with 500 participants recruited from Prolific www.prolific.com to

evaluate perceived differences between human- and LLM-generated warnings. Our

3

www.X.com
https://osf.io/38saz/?view_only=263687bff9824852b8ed204f257de8d5
https://osf.io/38saz/?view_only=263687bff9824852b8ed204f257de8d5
www.prolific.com
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followed best practices in prompt engineering [64] and prior re-

search [6, 17, 23]. The exact prompts are in Table 3. Examples of

contextualized counterspeech are in Table 4.

4.2 Procedure

Our experimental procedure is as follows (see Fig. 1): We sampled

hateful users on Twitter/X by searching for hateful posts using

a comprehensive list of keywords (see Table 2 for a full list) via

the Twitter/X API v2.
5
We then manually filtered posts by users

matching our keywords for hateful content. Note that this step

could be automated. We opted for a manual validation for ethical

considerations and, in particular, to comply with requirements

from our Institutional Review Board (IRB), which allows us to

ensure participants’ safety (see our extensive discussion of ethical

considerations in Sec. 4.5).

Subsequently, we retrieved the user profiles associated with each

hateful post and filtered users according to pre-registered exclusion

criteria (see Section 4.3 for details). The remaining users were then

randomly assigned to one of the five experimental conditions.

Next, we assigned counterspeech to each user and replied to their

hateful post. Of note, each user is only treated once. For users receiv-

ing non-contextualized counterspeech (i.e.,   generic-empathy

or   generic-warning), we randomly selected one of five pre-

defined counterspeech messages based on the assigned strategy

(see Table 5). For users receiving contextualized counterspeech (i.e.,

Æ context-empathy or Æ context-warning), we prompted

Llama 3 to generate contextualized counterspeech using the corre-

sponding prompt template (see Table 3).

We administered our intervention via multiple human-controlled

accounts. The accounts were designed to appear politically neutral

and natural to users on Twitter/X, which was inspired by the design

in [25]. Each account was assigned a unisex English name, with no

disclosure of gender, ethnicity, nationality, or beliefs. Furthermore,

to appear as natural users, we regularly posted neutral posts via

our accounts (e.g., “Just witnessed the most breathtaking sunset!” )
and re-posted content from diverse accounts (e.g., NASA, WWF,

ESPN). The accounts were created at least 3 months before the start

of the experiment. Screenshots of example profiles are in Fig. 5.

Following our intervention, we monitored users’ behavior on

Twitter/X for two weeks to assess its effectiveness. Specifically, we

analyzed the following three outcome variables:

(1) Rate of deleted posts: A dichotomous variable that indi-

cates whether a user deleted their original hateful post (= 1

if the post was deleted, = 0 otherwise) following our in-

tervention. We later operationalize this by computing the

average rate of deleted posts per experimental condition.

(2) Number of hateful posts: The number of hateful posts by

a user after the intervention.

(3) Relative change in toxicity: The relative change in toxic-

ity of a user’s posts after the intervention.

Our outcome variables are designed to measure the effect of

counterspeech on two distinct psychological processes: (a) whether

users reconsidered their action and deleted the original tweet and

results indicate that LLM-generated and human-generated warnings are equally likely

to be recognized as such.

5
https://developer.twitter.com/en/products/twitter-api

(b) whether users changed their behavior and posted less hate

speech but also adapted their tone and engaged in more civil con-

versations. We chose this approach since it should reflect users’

recent activities on Twitter/X and their immediate reaction to our

intervention. Details for each outcome are below:

•Rate of deleted posts: To measure whether a user deleted

their original post, we queried the respective post via the Twitter/X

API two weeks after our intervention. If the post was no longer

available, we then used Twitter/X’s compliance API endpoint to

confirm whether the post had been actually deleted by the user (i.e.,

we do not count cases where the user has changed their privacy

settings or was suspended by the platform).

•Number of hateful posts: To measure the number of hateful

posts by users after our intervention, we collected up to the most

recent 100 posts from the two weeks following the intervention. We

then classified each post as hateful or not using Twitter-roBERTa-

base-hate, which is trained on ≈58 million Twitter posts and fine-

tuned for hate speech detection [11]. Eventually, we counted the

number of hateful posts by each user.

•Relative change in toxicity: To measure the relative change

in the toxicity of a user’s posts following the intervention, we also

collected up to 100 posts from the twoweeks before the intervention.

We then computed the average toxicity of posts shared before and

after the intervention using Google’s Perspective API [32], which is

frequently used by previous research to study the toxicity of online

content [8, 9, 67] and yields a toxicity score ∈ [0, +1].

4.3 Study population

We recruited 𝑁 = 2, 778 users who posted hateful content on Twit-

ter/X on weekdays between June 7 and July 26, 2024. Users are

identified following the procedure described above. Specifically, we

searched for hateful posts and retrieved the associated user profiles.

Subsequently, each user was randomly assigned to one of the ex-

perimental conditions and received the corresponding treatment.

Importantly, each user is treated only once.

Following our pre-registration, we excluded users based on the

following criteria: (1) We excluded verified accounts (i.e., we ex-

cluded organizations with a golden checkmark). (2) We only consid-

ered users that posted original posts (i.e., we excluded retweets and

replies). (3) We excluded users that had been inactive (i.e., they had

shared fewer than 5 posts in the past 7 days) to ensure sufficient

data to compare later if users had changed their behavior after our

intervention. (4) We excluded users likely to be bot accounts.

As per our pre-registration, we have excluded 99 accounts that

altered their privacy settings or were suspended by Twitter/X dur-

ing the experiment. To check for differential attrition rates between

treatment and control conditions, we used a 𝜒2-test [42]. We found

no significant differences in attrition rates between treatment and

control groups (𝑝 > 0.1). Following our debrief, we have excluded

15 users who opted out of the study (see section 4.5 for details).

Overall, we have thus excluded 114 accounts and, eventually, have

𝑁 = 2, 664 accounts in the subsequent analysis.

4.4 Statistical analysis

To statistically compare the effectiveness of the different interven-

tions, we use a linear regression model. Our unit of analysis is users

4
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who posted hate speech. Let 𝑦𝑖 denote one of our three outcome

variables, namely, (1) the rate of deleted posts, (2) the number of
hateful posts, and (3) the relative change in toxicity, for user 𝑖 . Let
𝑡𝑖 denote the intervention received by user 𝑖 , and let 𝑥𝑖 refer to a

vector of different characteristics belonging to that user (described

later). We then estimate the following linear regression model

𝑦𝑖 = 𝛼 + 𝜃𝑡𝑖 + 𝛽𝑇 𝑥𝑖 + 𝜀𝑖 , (1)

where 𝛼 represents the model intercept, 𝜃 measures the effect of the

intervention 𝑡𝑖 , 𝛽 captures the effect of all control variables in 𝑥𝑖 on

𝑦𝑖 , and 𝜀𝑖 is the error term. For estimation, we use ordinary least

squares regression (OLS) with robust standard errors to account

for heteroskedasticity in the error term due to variations in our

intervention and control variables. We test whether the coefficients

are significantly different from zero using two-sided 𝑡-tests.

Our analysis is split into two: (1) We evaluate the effectiveness

of counterspeech compared to the control condition (=no coun-

terspeech intervention). (2) We study the effectiveness of contex-

tualized counterspeech generated by an LLM compared to non-

contextualized counterspeech. Both are as follows:

(1) Intervention vs. control: To evaluate the effectiveness of each

intervention compared to the control, we separately estimate the

linear regression model described above for each type of counter-

speech. Specifically, we set 𝑡𝑖 = 1 if a user received a counterspeech

reply and 𝑡𝑖 = 0 for users assigned to the control condition.

(2) Contextualized vs. non-contextualized: We compare the ef-

fectiveness of contextualized counterspeech generated by an LLM

to non-contextualized counterspeech. To do so, we re-estimate

the linear regression model from above but set 𝑡𝑖 = 1 if a user

received contextualized counterspeech and 𝑡𝑖 = 0 if a user re-

ceived non-contextualized counterspeech. We perform this com-

parison separately for each counterspeech strategy. Hence, we esti-

mate one model to compare Æ context-empathy vs.   generic-

empathy and a separate model to compare Æ context-warning

vs.  generic-warning.

For each regression model described above, we estimate three

versions, each with a different outcome variable. Thus, we estimate

separate models for (1) the rate of deleted posts, (2) the number of
hateful posts, and (3) the relative change in toxicity. The analysis
was implemented in R 4.4.1. using the stats and lmtest packages.

Following our pre-registration, we included a set of pre-

treatment covariates to account for variability in the outcome ex-

plained by pre-treatment covariates. Specifically, we included a

user’s account age (in years), follower count, following count, tweet

count, and whether the user subscribes to Twitter/X Premium (= 1

if premium, = 0 otherwise) as indicated by a blue checkmark on

a user’s profile page. We further included the number of hateful

posts shared by a user in the two weeks before the intervention.

To classify whether a post is hateful, we again used the Twitter-

roBERTa-base model [11]. Lastly, we included the average toxicity

of a user’s posts shared within two weeks before the intervention,

measured by Google’s Perspective API [32]. Of note, we only col-

lected up to 100 posts before our interventions, which should reflect

the recent activities of users on Twitter/X.

Robustness checks: To ensure the robustness of our results,

we conducted a series of checks: (1) We re-estimated our analy-

sis using a single model that included separate dummy variables

for each intervention, instead of estimating separate models for

each combination of treatment and control. (2) We pooled all ob-

servations in the treatment conditions to assess the overall effect

of counterspeech compared to the control group. (3) We pooled ob-

servations based on the counterspeech strategies (i.e., empathy vs.

warning-of-consequences) and re-estimated our regression model

to evaluate their overall effects compared to the control. (4) To com-

pare the effectiveness of contextualized and non-contextualized

counterspeech, we pooled all users assigned to contextualized coun-

terspeech across both strategies and repeated the analysis. All ro-

bustness checks led to consistent findings.

4.5 Ethics

Ethics approval (EK-MIS-2024-254) for the field experiment was

obtained from the Institutional Review Board at the Faculty of

Mathematics, Informatics, and Statistics, LMU Munich. This ethics

approval complies with regulations for studies involving human

participants at the Faculty of Mathematics, Informatics, and Sta-

tistics, LMU Munich. The experimental task, data collection, and

analysis closely follow related works involving counterspeech on

social media [25, 39, 40]. Our study solely relies on publicly available

data and follows common guidelines for ethical research with social

media [46]. We only report aggregated and anonymized results to

protect users’ privacy.

Ethical considerations were of utmost importance for our study.

Following previous studies [25, 39, 40] and ethical guidelines on

experimental research on social media [37], we designed our inter-

ventions to be minimally invasive and socially beneficial. Specifi-

cally, our interventions are designed to mitigate hate speech while

preserving users’ right to free expression.

To minimize ethical risks and protect the well-being of all par-

ticipants, we have further implemented a detailed experimental

protocol that includes comprehensive safety measures. This in-

cludes explicit guidelines for continuous human monitoring and

specific countermeasures. Our experimental protocol ensures (a) the

appropriateness of our interventions and (b) immediate actions to

guarantee the safety of all participants. For example, we manually

ensured that each counterspeech conveyed an appropriate tone,

avoided biases, and was culturally sensitive.

Of note, users provide informed consent to receive public replies

when they agree to the terms of service at Twitter/X when signing

up for the platform [66]. Users agree that they may receive replies

from other users when engaging on Twitter/X (Section 3, Twitter/X

Terms of Service [66]). As such, our intervention fully complies

with users’ informed consent to the use of Twitter/X and aligns

with the platform’s goal to combat hate speech without infringing

users’ rights to freedom of expression [66].

Our study was carefully designed to ensure users’ privacy. Specif-

ically, our study was compliant with the General Data Protection

Regulation (GDPR) of the European Union. We have implemented

measures to repeatedly enforce the privacy settings of all partici-

pants by frequently calling the Twitter/X Compliance API to check

if users have changed their privacy settings and delete private data

accordingly. We further abide by the privacy regulations of GDPR

and ensure that users can fully opt out of data collection. To do

so, we have debriefed users following our experiment. Our debrief
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included detailed information on the goals, methods, and interven-

tions of our study. We have further informed participants about

their privacy rights concerning GDPR and provided contact ad-

dresses for questions. We sent our debrief collectively at the end of

the experiment and granted users an extended period to request

additional information on the study or have their data removed.

5 Results

5.1 Effectiveness of counterspeech

To evaluate the effectiveness of counterspeech in reducing online

hate speech, we compare each intervention to the control con-

dition (=no counterspeech intervention) across our outcome vari-

ables. Fig. 2 shows the result, which we discuss in the following:

• (1) Rate of deleted posts: Fig. 2a shows the average rate of

deleted posts across each condition in our experiment. In the

control group, on average, 7.13 % of users deleted their origi-

nal posts. Across all conditions, except Æ context-warning,

fewer users deleted their hateful posts following counterspeech.

On average 3.94 % (−3.19 p.p. compared to control), 3.74 % (−3.39
p.p.), and 5.21 % (−1.92 p.p.) of users deleted their hateful posts

for   generic-empathy, Æ context-empathy, and Æ context-

warning counterspeech, respectively. In contrast, counterspeech

based on   generic-warning resulted in an average of 7.72 %

(+0.59 %) of users deleting their hateful posts, indicating that users

are encouraged to remove hateful content when receiving non-

contextualized warning-of-consequences counterspeech.

• (2) Number of hateful posts: The average number of hateful

posts shared by each user within two weeks after the intervention

for each experimental condition is shown in Fig. 2b. In the control

group, users shared an average of 9.07 hateful posts in the two

weeks following the intervention. Users shared fewer hateful posts

following counterspeech when receiving Æ context-empathy

or  generic-warning counterspeech. Specifically, users shared

an average of 8.18 (−0.89 compared to control) and 8.04 (−1.03)
hateful posts forÆ context-empathy, and  generic-warning

counterspeech, respectively. In contrast,   generic-empathy and

Æ context-warning counterspeech resulted in an average of 9.20

(+0.13) and 9.16 (+0.09) hateful posts, respectively. These results
suggest that hostility increased among users who received either

non-contextualized empathy-based counterspeech or contextual-

ized LLM-generated warning-of-consequences counterspeech in

the two weeks following the intervention.

• (3) Relative change in toxicity: The mean relative change in

toxicity of users’ posts within 2 weeks after our intervention for

each experimental condition is shown in Fig. 2c. On average, toxic-

ity increased by 3.44 % for users that did not receive any counter-

speech (i.e., control condition (=no counterspeech intervention)).

Non-contextualized counterspeech led to a reduction in toxicity:

Users that received  generic-empathy (2.99 %) and  generic-

warning (1.88 %) counterspeech are, on average, less toxic (−0.45
p.p., and −1.56 p.p. compared to the control, respectively). In con-

trast, LLM-generated counterspeech led to an increase in toxicity for

Æ context-empathy (9.74 %) and Æ context-warning (4.54 %)

by, on average, +6.30 p.p. and +1.10 p.p. compared to the control.

Overall, this suggests that LLM-generated counterspeech increases

toxicity regardless of the counterspeech strategy.

5.2 Regression analysis

To statistically compare the effectiveness of the different interven-

tions, we use a linear regression model. Our regression analysis

is split in two: (1) First, we evaluate the effectiveness of the differ-

ent counterspeech interventions compared to the control con-

dition (=no counterspeech intervention). (2) Second, we study

the effectiveness of LLM-generated counterspeech compared to

non-contextualized counterspeech. As before, we estimated the

treatment effect of our counterspeech compared to the control

condition (=no counterspeech intervention) across our three out-

comes (see Fig. 3 and Fig. 4):

• (1) Rate of deleted posts: Fig. 3a shows the treatment effects on

the rate of users deleting their posts following our intervention vs.

the control. In line with our descriptive analysis, empathy-based

counterspeech negatively affects the likelihood of users deleting

their hateful posts. All else equal, users who received  generic-

empathy and Æ context-empathy counterspeech were, on aver-

age, 2.62 percentage points (𝑝 = 0.055) and 2.89 percentage points

(𝑝 = 0.0345) less likely to delete their posts, respectively. We also ob-

serve a positive coefficient for   generic-warning, yet this effect

is not statistically significant (𝜃 = −0.83 %; 𝑝 = 0.608).

• (2) Number of hateful posts: The effect of counterspeech on the

number of hateful posts shared by users after the intervention is

shown in Fig. 3b. Compared to the control, we observe a negative

coefficient for both non-contextualized and LLM-generated coun-

terspeech across both strategies (i.e., both empathy and warning-of-

consequences). This effect is statistically significant for   generic-

warning, where users shared, all else equal, on average, 1.03

fewer hateful posts (𝑝 = 0.022) after receiving non-contextualized

warning-of-consequences counterspeech.

• (3) Relative change in toxicity: Fig. 3c presents the estimated

effects of counterspeech on the relative change in the toxicity of

a user’s posts. We do not observe a statistically significant effect

of counterspeech on the relative change in toxicity across all ex-

perimental conditions compared to the control. However, the nega-

tive coefficients for  generic-empathy and  generic-warning,

alongside the positive coefficients forÆ context-empathy and

Æ context-warning, suggest a potential adverse effect of LLM-

generated counterspeech.

5.3 Deep-dive: contextualized vs.

non-contextualized counterspeech

Our descriptive analysis revealed that contextualized counterspeech

generated by LLMs led to worse outcomes compared to non-

contextualized counterspeech. We thus use the linear regression

model form above to statistically compare contextualized counter-

speech vs. non-contextualized counterspeech across our outcome

variables. The results are shown in Fig. 4

• (1) Rate of deleted posts: When comparing non-contextualized

to contextualized counterspeech for rate of deleted posts, we do not

find any significant effects (see Fig. 4a). Nevertheless, the negative

coefficients forÆ context-empathy andÆ context-warning

indicate that contextualized counterspeech generated by LLMs may

be less effective than non-contextualized counterspeech in reducing

online hate speech.
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(a) Rate of deleted posts [↑] (b) Number of hateful posts [↓] (c) Relative change in toxicity [↓]

Figure 2: Average (a) rate of deleted posts, (b) number of hateful posts after the intervention, and (c) relative change in toxicity

and standard errors (bars) by experimental condition. [↑] ([↓]) indicates that a [positive] ([negative]) outcome is associated with

an [increase] ([decrease]) in the outcome values.

(a) Rate of deleted posts [↑] (b) Number of hateful posts [↓] (c) Relative change in toxicity [↓]

Figure 3: Treatment effect of an intervention relative to the control condition (=no counterspeech intervention) for (a) Rate
of deleted posts, (b) Number of hateful posts, and (c) Relative change in toxicity. Shown are the estimated coefficients from our

linear regression model (symbol) as well as 95% (thin), and 90% (thick) confidence intervals. [↑] ([↓]) indicates that a [positive]

([negative]) outcome is associated with an [increase] ([decrease]) in the outcome values.

• (2) Number of hateful posts: Here, we do not find a statisti-

cally significant difference for empathy, when comparing non-

contextualized and contextualized counterspeech. However, we find

a positive and statistically significant coefficient for Æ context-

warning (𝑝 = 0.032). Hence, all else equal, Æ context-warning

increased the number of hateful posts shared within the two

weeks following the intervention, on average, by 0.84 posts com-

pared to   generic-warning. As such, contextualized warning-

of-consequences increases online hostility compared to non-

contextualized warning-of-consequences.

• (3) Relative change in toxicity: The treatment effect of con-

textualized vs. non-contextualized counterspeech is shown in

Fig. 4c. We find a positive and statistically significant coefficient

forÆ context-empathy compared to  generic-empathy (𝑝 =

0.048). All else equal, Æ context-empathy led to an increase

in toxicity by 2.80 percentage points, on average, compared to

  generic-empathy. While we also observe a positive coefficient

for Æ context-warning, this effect is not statistically significant

at common significance thresholds.

5.4 Additional analysis: Counterspeech for

Twitter/X Premium users

Hateful users who subscribe to Twitter/X Premium are less likely

to have their content removed by the platform, and their posts

are algorithmically boosted [15]. Hence, we evaluate whether our

intervention is effective for Twitter/X Premium users. To do so, we

re-estimate the regression model from our main analysis, adding

an interaction term between the treatment and Twitter/X Premium

subscription status (= 1 if subscribed, = 0 otherwise).

We find no significant interaction between our intervention and

Twitter/X Premium subscription status for the rate of deleted posts.
However, Twitter/X Premium users who received Æ context-

empathy counterspeech shared significantly more hateful posts

(𝑝 = 0.012) than non-subscribers. Additionally, Premium users ex-

hibited higher toxicity levels when receiving   generic-empathy

(𝑝 = 0.049) andÆ context-empathy (𝑝 = 0.024) counterspeech.

This suggests that empathetic counterspeech, particularly when

LLM-generated, may backfire for Premium users. Importantly, all

treatment effects remain consistent with our primary analysis

across all models and dependent variables, except for Æ context-

warning vs.   generic-warning and the number of hateful posts,
which is no longer significant (𝑝 = 0.107).

6 Discussion

Relevance: Online hate speech poses a serious threat to societal

cohesion and individual well-being [18, 30, 48, 50, 51, 60] and can

even incite real-world violence [62]. Hence, curbing online hate

speech is a crucial challenge for society. In this paper, we evaluate

the effectiveness of contextualized counterspeech generated by an

LLM in reducing online hate speech through a large-scale, pre-

registered field experiment.
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(a) Rate of deleted posts [↑] (b) Number of hateful posts [↓] (c) Relative change in toxicity [↓]

Figure 4: Treatment effect of contextualized vs. non-contextualized counterspeech for (a) Rate of deleted posts, (b) Number of
hateful posts, and (c) Relative change in toxicity. Shown are the estimated coefficients from our linear regression model (dot)

measuring the relative effect of generic ( Non-contextualized) vs. contextualized (ÆContextualized) counterspeech for the

respective strategy as well as 95% (thin), and 90% (thick) confidence intervals. [↑] ([↓]) indicates that a [positive] ([negative])

outcome is associated with an [increase] ([decrease]) in the outcome values.

Summary of findings: Our field experiment offers only lim-

ited evidence that counterspeech can significantly reduce online

hate speech. While we find that   generic-warning leads to a

slight but statistically significant reduction in the sharing of hateful

posts compared to the control, we observe only weak directional

evidence or even adversarial effects for other counterspeech strate-

gies and outcomes. In particular, for both   generic-empathy and

Æ context-empathy, we even see a significantly lower rate of

deleted posts (and for Twitter/X Premium users even more hateful

posts and increased toxicity), indicating a negative outcome.

Our results contrast with previous research reporting that coun-

terspeech is effective [25, 39, 40, 51]. Given that our study design

and non-contextualized messages are inspired by prior work [25],

this discrepancy may be attributed to changes in the ecosystem of

Twitter/X, which is reported to have become more hostile and toxic

[15, 16]. This shift could make it increasingly difficult to persuade

users to behave civilly, as they may face fewer repercussions for

their actions. Another possible explanation is a lack of statistical

power to detect small positive effects. However, given that our sam-

ple size (𝑁 = 2, 664) is significantly larger than in previous studies

[25, 39, 40, 51], this seems unlikely.

Our results even show that LLM-use may backfire: when compar-

ing contextualized LLM-generated vs. non-contextualized counter-

speech, we see that LLM-generated counterspeech is less effective

in reducing online hate speech and may even increase hostility. For

instance,Æ context-warning led to significantly more hateful

posts vs.   generic-warning. Similarly, Æ context-empathy

resulted in greater toxicity than  generic-empathy.

One possible explanation is that users often react negatively

when they recognize LLM-generated content intended to convey

empathy [43, 47]. Similarly, the identity of the messenger is crucial

for counterspeech based on warning-of-consequences, which aims

to reinforce social norms [51]. Given that people are more likely to

recognize tailored LLM-generated texts [23], users may realize they

are interacting with an LLM and thus might resist changing their

behavior or feel deceived, which could lead to negative outcomes.

Limitations and future work: As with other research, ours is

not free of limitations that offer opportunities for future work. For

instance, our analysis is based on a large-scale, pre-registered field

experiment conducted on Twitter/X, a platform often criticized for

hosting hate speech and inadequately removing harmful content

[15, 16]. While Twitter/X presents a challenging case, the effects

of contextualized counterspeech generated by LLMs may differ

across platforms, highlighting the need for future research to ex-

plore the potential of counterspeech in other online environments.

Furthermore, we use LLama-3, a state-of-the-art open-source LLM

developed by Meta [36], to generate contextualized counterspeech.

This allows for reproducibility and accessibility [52]. Future re-

search may also explore the use of proprietary models (e.g., GPT-4).

Nevertheless, we experimented with proprietary models such as

GPT-4 by Open AI but did not find qualitative differences in the

counterspeech generated by Llama 3.

Implications: Our findings contribute to the literature on con-

tent moderation, specifically, counterspeech to curb hate speech

on social media. Unlike previous studies that employed predefined,

generic counterspeech messages [25, 39, 40, 51], we consider the

importance of context in countering hate [38, 55]. Our approach

uses LLMs to generate counterspeech tailored to individual hateful

posts, aiming to promote civil online behavior. In doing so, we con-

tribute to the ongoing debate onwhen LLMs can enhance persuasion

[57, 63]. While LLMs have shown promise in mediating opposing

groups [59], countering conspiracy theories [17], and fostering civil

online conversations [6, 22], it was unclear whether LLMs could en-

courage more civil behavior through counterspeech. Our findings

indicate that LLM-generated counterspeech is ineffective in promot-

ing civil behavior and may even backfire, highlighting the need for

further research into the conditions under which LLM-generated

messages influence behavior effectively.

For platforms and policymakers, our results offer new insights

into the role of LLMs in promoting online civility and highlight

the need for caution when deploying LLM-driven societal inter-

ventions at scale. While counterspeech is promising in addressing

hate speech, our findings suggest that LLM-generated interventions

may be ineffective or even backfire. This indicates that relying on

LLMs alone to foster behavioral change in online environments

may yield limited results without a deeper understanding of the

conditions under which LLM interventions are most persuasive.

LLM-generated messages may thus need to be part of a broader
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strategy that includes repeated interventions or human moderation

to have a meaningful impact. Additionally, given the potential for

LLM-generated content to be perceived as inauthentic or deceiv-

ing [23], transparency and careful design are essential to prevent

backlash. Therefore, the use of LLMs should be accompanied by

thorough testing, ongoing evaluation, and flexibility to adjust strate-

gies based on platform-specific dynamics and user behavior.
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A Human-controlled accounts

Figure 5: Example of one of our human-controlled accounts.

B Supplementary tables

Table 2: Keywords to identify hate speech on Twitter/X.

Group Terms

Religious jew, zionist, goy, goyim, heeb, hebe, muslim, islam, jihad, nazi, terror

Ethnic/Racial arab, paki, cameljockey, cameltoe, kanake, palesimian, spaghettibender, rag-

head, kike, spic, wetback, chink, gook

Cultural gypsy, redneck, hillbilly, beaner, mite, dink, injun, jigaboo

Other parasite
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Generative AI may backfire for counterspeech

Table 3: Prompt templates to generate contextualized LLM-generated counterspeech. We use two different templates for our

two strategies, namely, (1) empathy and (2) warning-of-consequences.

Empathy System Prompt:

### Persona ###

User Persona: As a social media user committed to countering hate speech, you embody empathy and skill in responding to harmful content. Your role is to foster understanding and promote more

respectful and inclusive dialogue.

### Concepts ###

- Counter Speech: This involves crafting responses to directly address, mitigate, or refute hateful or harmful speech in a way that discourages further negativity.

- Empathy: Empathy, the ability to understand and share others’ feelings, helps combat hate speech by encouraging compassion over hostility. This fosters a culture of respect and reduces the spread

of harmful language.

### Your Task ###

- Contextual Relevance: Your response must directly relate to the specific content of the original hateful post.

- Conciseness: Limit your response to 2-3 SHORT sentences, 30-40 words, no subclauses, no hashtags or emojis.

- Avoid Confrontational Language: Keep the tone respectful and constructive.

### Approach ###

1) Ask yourself why the post is harmful and what consequences it might have.

2) Ask yourself what is the relevant context of the post.

3) Think about the feelings of those targeted by the hate speech.

4) Craft a counterspeech that:

- Explains why the post is harmful following the analysis in 1) and 2).

- Demonstrates empathy towards those targeted following the analysis in 3).

### Output ###

Ensure the response is in a JSON-compatible format: {“counterspeech”: “Your contextually relevant counter speech here”}

User Prompt:

Create a counterspeech response using empathy for the following post on social media: Post: [POST]

Warning-of-consequences System Prompt:

### Persona ###

User Persona: As a social media user committed to countering hate speech, you maintain a neutral and factual tone responding to harmful content. Your role is to foster understanding and promote

more respectful and inclusive dialogue.

### Concepts ###

- Counter Speech: This involves crafting responses to directly address, mitigate, or refute hateful or harmful speech in a way that supports the victim and discourages further negativity.

- Warning of Consequences: Warn the poster about the potential consequences to their personal and professional life from promoting hate speech. This can help deter future harmful behavior and

encourage more responsible online conversations.

### Your Task ###

- Contextual Relevance: Your response must directly relate to the specific content of the original hateful post.

- Conciseness: Limit your response to 2-3 SHORT sentences, 30-40 words, no subclauses, no hashtags or emojis.

- Avoid Confrontational Language: Keep the tone respectful and constructive.

### Approach ###

1) Ask yourself why the post is harmful and what consequences it might have.

2) Ask yourself what is the relevant context of the post.

3) Think about the potential personal and professional consequences for the poster of the hate speech.

4) Craft a counterspeech that:

- Explains why the post is harmful following the analysis in 1) and 2).

- Warns of the consequences the poster might face based on the analysis in 3).

### Output ###

Ensure the response is in a JSON-compatible format: {“counterspeech”: “Your contextually relevant counter speech here”}

User Prompt:

Create a counterspeech response warning of consequences for the following post on social media: Post: [POST]

Table 4: Examples for hateful posts from Twitter/X and counterspeech generated using our LLM approach together.

Strategy Post Counterspeech

Empathy "Why do the muslims in the comm hate Christians so much? They never support us unless it benefits
them or some muslim scholar tells them to."

"I understand that you may feel frustrated by perceived lack of support, but it’s unfair to generalize an
entire community. Muslims, like people of any faith, are individuals with diverse views and experiences.
Let’s focus on building bridges, not stereotypes."

"This guy is an absolute braindead ass who just hates irish and suddenly blames ’All irish as jews who
send Americans to war’ lmfao ðŸ¤£ he’s a pawn probably a jew himself deceiving creating hate for
others and protection for them as always.. Literally guy is an ass."

"Let’s not generalize and blame entire groups. Irish and Jewish communities have faced discrimination,
we should promote understanding and respect."

"JOE BIDEN IS A NAZI" "Labeling someone a Nazi without evidence is harmful and disrespectful to the millions of people who
suffered under the real Nazi regime. It also creates a toxic environment where constructive dialogue is
impossible."

Warning-of-consequences "I can’t stand this kike’s music @Drake" "Using derogatory terms like ’kike’ is harmful and offensive, promoting anti-Semitism and hate. This
kind of language can lead to real-world discrimination and violence, and can also damage your personal
and professional reputation."

"Fuck Islam" "This kind of hate speech can lead to discrimination and violence against Muslims, and can also damage
your personal and professional reputation. It’s important to respect all religions and promote inclusivity."

"Bill Ackman is a parasite, a taker of the world. His opinion is meaningless" "Labeling individuals as ’parasites’ can perpetuate harmful stereotypes and discrimination. Such
language can have serious consequences, including damage to one’s professional reputation and potential
legal repercussions."
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Table 5: Non-contextualized counterspeech for our two strategies, namely, (1) empathy and (2) warning-of-consequences. We

used five different counterspeech messages for each strategy to avoid a strongly repetitive reply pattern that may irritate users.

Strategy Counterspeech

Empathy Variant 1: “Language like this may hurt people. Words have power. Imagine those words aimed at you or someone you love. We must communicate with openness, and respect, and promote empathy in every
interaction. Together, we can build a kinder world. Let’s lead by example.”

Variant 2: “Divisive rhetoric like this does more harm than good. Remember, there’s a human with feelings behind every screen. Use words to uplift, not hurt. Compassion is our most powerful tool for
change. Let’s commit to kindness and build connections, not divisions.”

Variant 3: “Hate speech like this can cause real harm. We must strive to understand and respect one another, even when we disagree. Let’s work together to build a world where everyone feels safe and
valued. Our words have the power to heal or to hurt. Let’s choose to heal.”

Variant 4: “Words matter. We must strive to understand and respect one another, even when we disagree. Let’s work together to build a world where everyone feels safe and valued. Let’s spread messages of
hope and inclusion, not fear. Together, we can make a difference.”

Variant 5: “It’s easy to forget the impact our words can have on others, especially online. Before we speak, let’s pause and consider the person on the other side. Empathy and understanding are the
foundations of a strong community. Let’s choose to be kind.”

Warning of consequence Variant 1: “Be mindful of what you post online. Hateful comments can not only hurt others but also come back at you, affecting job prospects, personal relationships, and how the community views you. In a
world where digital footprints are permanent, think before you share.”

Variant 2: “Every public post you make is permanent and can impact your future in ways you might not anticipate. Employers, family members, and friends may see what you post online. Consider the
long-term impact of your words on your reputation and opportunities.”

Variant 3: “Your words on social media carry weight and consequences. A moment of frustration or anger can translate into a lifetime of regret if it leads to legal issues or social isolation. Think about the
broader impact of your posts before making them public.”

Variant 4: “While social media offers some anonymity, remember that hateful posts can lead to serious offline consequences, including legal action or personal backlash. Your online actions reflect on your
real-life identity. Pause and consider the consequences of your post.”

Variant 5: “The internet has a long memory, and today’s post could easily become tomorrow’s regret. What you share today could shape your future in unexpected ways. Protect your future self by taking a
moment to reflect on the potential personal consequences of your post.”
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