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Abstract

A large body of work in the statistics and computer science communities dating back to

Huber (Huber, 1960) has led to the development of statistically and computationally efficient

estimators robust to the presence of outliers in data. In the course of these developments, two

particular outlier models have received significant attention: the adversarial and heavy-tailed

contamination models. While the former models outliers as the result of a potentially malicious

adversary inspecting and manipulating the data, the latter instead relaxes the assumptions on

the distribution generating the data allowing outliers to naturally occur as part of the data

generating process. In the first setting, the goal is to develop estimators robust to the largest

fraction of outliers while in the second, one seeks estimators to combat the loss of statistical

efficiency caused by outliers, where the dependence on the failure probability is paramount.

Surprisingly, despite these distinct motivations, the algorithmic approaches to both these

settings have converged, prompting questions on the relationship between the corruption

models. In this paper, we investigate and provide a principled explanation for this phenomenon.

First, we prove that any adversarially robust estimator is also resilient to heavy-tailed out-

liers for any statistical estimation problem with i.i.d data. As a corollary, optimal adversarially

robust estimators for mean estimation, linear regression, and covariance estimation are also

optimal heavy-tailed estimators. Conversely, for arguably the simplest high-dimensional esti-

mation task of mean estimation, we establish the existence of optimal heavy-tailed estimators

whose application to the adversarial setting requires any black-box reduction to remove almost

all the outliers in the data. Taken together, our results imply that heavy-tailed estimation is likely

easier than adversarially robust estimation opening the door to novel algorithmic approaches

bypassing the computational barriers inherent to the adversarial setting. Additionally, any con-

fidence intervals obtained for adversarially robust estimation also hold with high-probability.

The proof of our reduction from heavy-tailed to adversarially robust estimation rests on the

isoperimetry properties of the set of adversarially robust datasets. Meanwhile, to show that

the other direction is not possible, we identify novel structural properties on the data sample

drawn from a heavy-tailed distribution. We show that such a sample obeys a logarithmic tail-

decay condition scaling with the target failure probability. This allows for a quantile-smoothed

heavy-tailed estimator which requires arbitrarily large stable subsets of the input data to succeed.

In the process of analyzing this estimator, we also strengthen the analysis of algorithms utilized

previously in the literature.
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1 Introduction

Over the past several decades, statistical methods have been, and continue to be, employed in

an increasingly diverse range of applications. However, classical statistical estimation procedures

such as ordinary least squares (OLS) are extremely susceptible to the presence of outliers in the

data, an increasingly prevalent issue in the large-scale datasets ubiquitous in modern machine

learning. Furthermore, the sheer scale of the data used in these systems makes manual data cu-

ration extremely challenging. The challenge of mitigating the effects of these outliers has been

extensively investigated over the past 60 years by the statistics and computer science communities

leading to the development of estimators with near-optimal statistical and algorithmic guarantees.

For several fundamental high-dimensional estimation tasks, such as mean estimation, covari-

ance estimation, and linear regression, much recent work has focused on two distinct models for

the presence of outliers in data. In the adversarial model, one assumes that a computationally un-

bounded adversary is allowed to inspect the data and arbitrarily corrupt a fraction of the samples.

In contrast, the heavy-tailed model relaxes the distributional assumptions on the data, removing

the stringent requirements on the higher-order moments of the data distribution1, allowing the

natural occurrence of outliers as part of the data generation process. Surprisingly, despite their

distinct motivations, the algorithmic approaches for these settings have converged with several

estimators from one applicable to the other. The goal of the current paper is to shed light on this

phenomenon by addressing the following fundamental question:

What is the fundamental relationship between these corruption models that enables algorithmic

transference? Are they algorithmically equivalent? Is one corruption model strictly weaker

than the other?

In this paper, we address the above question by establishing a formal relationship between the

two corruption models. For a general class of statistical estimation problems, we show through a

black-box analysis that any estimator resilient to adversarial outliers is also resilient to heavy-tailed

ones2. Conversely, no such guarantees hold for the other direction. Even for the arguably simplest

robust estimation problem of high-dimensional mean estimation, there exist estimators resilient to

heavy-tailed outliers that break down when faced with adversarial corruption. In fact, we estab-

lish the much stronger statement that any black-box reduction, even one which may potentially

alter the points presented to the heavy-tailed estimator, must produce a pointset with a negligible

fraction of adversarial outliers, effectively filtering out most of the outliers in the dataset.

Adversarial contamination. The adversarial contamination model is a family of models dating

back to the work of Huber [Hub64], and the statistical and computational limits of estimation

under this model are well understood. The idea is to model outliers via an adversary who is able

to corrupt the sample. In particular, in this paper we focus on the strong contamination model. In

this model, a computationally unbounded adversary is allowed to inspect the entire sample, and

arbitrarily change any ε fraction of the data.

1Typically, these only require the finiteness of a small number of lower-order moments as opposed to much stronger

ones such as Gaussianity or sub-Gaussianity which restrict all the moments of the distribution.
2In this paper, we restrict our analysis to deterministic estimators. This avoids pathological scenarios such as those

where the estimator itself may fail with constant probability (say, 0.05). However, our analysis is also applicable to

settings where the failure probability of the estimator is chosen to be sufficiently small (say, exp(−n)).
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One simple consequence of this definition is that, immediately, most classical estimators (such

as empirical mean, empirical covariance, or ordinary least squares) fail to provide even finite

bounds. For example, even by changing only one point in the sample, the adversary can arbi-

trarily skew the empirical mean. The difficulty in this model is therefore even getting guarantees

with a constant probability of success.

Heavy-tailed Model. In the heavy-tailed setting, outliers are not modeled through an explicit

adversary but rather a natural consequence of relaxing the assumptions on the data distribu-

tion. Here, one studies the loss in statistical efficiency incurred by relaxing, say a Gaussian or

sub-Gaussian assumption on the data, to a broader family of distributions which only restrict a

small number of lower-order moments (2 or 4 for the applications in the present paper). By study-

ing the decay of the recovery guarantees with respect to the failure probability, this model allows

for outliers to occur as samples from the tail events of the underlying distribution. Surprisingly,

in many settings, it is possible to obtain statistical rates which match those obtainable under a

sub-Gaussian assumption.

Relationship between the two models. Despite the a priori very different motivations and chal-

lenges of these two models, there has been a convergence in the algorithmic approaches to solving

them. Recent work has constructed algorithms that achieve optimal statistical rates while being

optimally robust to outliers. In fact, in several cases, algorithms developed for one setting are di-

rectly applicable to the other with minimal modifications [DL19, LM20, MZ20, HLZ20a, MVZ21,

DKP21, LM21, CTBJ22, AZ24]. The works of Diakonikolas, Kane, and Pensia [DKP21] and Hop-

kins, Li and Zhang [HLZ20a] explain this phenomenon by identifying sufficient structural proper-

ties in samples drawn from these two models that enable this transference of specific algorithmic

approaches for restricted setting of mean estimation.

In contrast, the goal of this paper is to understand the fundamental relationship between these

two contamination models that allows algorithms developed for one setting to transfer to the other

for a broad range of estimation tasks. We aim to understand the limits of black-box reductions (see

Subsection 1.1.2) between these two models for arbitrary estimation tasks with i.i.d inputs.

1.1 Our Contributions

We now move on to the presentation of our results which are a pair of theorems concerning the

black-box reducability of one model to another.

1.1.1 The adversarial contamination model is at least as strong.

Our first main result shows that the adversarial contamination model supersedes the heavy-tailed

model. We show that any adversarially robust algorithm which uses no internal randomness is si-

multaneously resilient to adversarial contamination while also succeeding with high-probability.

In order to state our result in full generality, we formally define the adversarial model we’re con-

sidering as well as a definition of adversarially robust algorithms for generic estimation problems.
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Definition 1.1 (Strong Adversarial Contamination Model). First, n data points X̃ := {Xi}n
i=1 are

drawn i.i.d from a distribution D. An adversary then inspects X̃ and constructs Xε by arbitrarily

corrupting any ε fraction of their choosing. We refer to Xε as an ε-corrupted sample of X̃ .

Definition 1.2 (Generic Adversarially Robust Estimator). Let D be a distribution. GD(α) ⊆ Z
the set of acceptable solutions, for corruption factor ε. We say that A is an adversarially robust

estimator, if

PX ,A {A(Xε; ε) ∈ GD(ε)} > 9/10

The definition of GD(ε) corresponds to the optimal confidence intervals for ε-corruption setting

and its definition varies by the particular instantiations of the estimation problem. Note that in

the above definition, there’s a minimization over all potential adversaries which is left implicit.

Our main result here is that asking for constant probability of success immediately implies high-

probability guarantees (therefore, satisfying the conditions of the heavy-tailed model).

Theorem 1.3 (Informal). For any constant ε ∈ (0, 0.1), there exists an absolute constant c > 0 such that

any adversarially-robust estimation algorithm with no internal randomness satisfying Definition 1.2, when

given corruption parameter ε and clean sample X satisfies:

P {A(X , ε) ∈ GD(ε)} > 1− exp(−cn).

As stated previously, we observe that this restriction on having no internal randomness is nec-

essary for a simple reason: one can have an adversarially robust algorithm that just flips a biased

coin such that 5 percent of the time it always fails. Clearly, this algorithm will not satisfy exponen-

tially small tail bounds. Unless otherwise stated, we will assume in this paper that algorithms are

deterministic and do not rely on any internal sources of randomness.

Note that in the language of black-box reductions, the trivial reduction which passes the input

to the algorithm directly suffices. Furthermore, the above result places no assumptions on how

the adversarially robust algorithm is implemented as opposed to prior work which analyze specific

algorithms [DKP21, HLZ20a] for the restricted setting of mean estimation.

The proof of Theorem 1.3 rests on the following observation: if an algorithm produces an ac-

curate estimate on X , it must also produce an accurate estimate on data sets X
′ whose Hamming

distance from X is at most 0.1n. With this observation, Theorem 1.3 follows from classical results

on isoperimetry and concentration to show that all but an exponentially small fraction (in terms of

the product measure over D) of possible datasets must be within 0.1n of the set of good samples.

To illustrate the power of this theorem, we apply it to the problems of mean estimation, co-

variance estimation, and linear regression, in each case showing that an optimal algorithm in

the adversarial contamination model implies an algorithm that satisfies optimal high probability

guarantees in the heavy-tailed model. Our results are presented in the extreme regime of constant

corruption fraction ε (corresponding to δ ∼ e−Θ(n)).

Mean estimation. Our first application is the canonical estimation problem of high-dimensional

mean estimation. Here, we are given access to n i.i.d samples from a distribution with mean µ and

covariance Σ with the goal of optimally estimating µ in Euclidean norm. Perhaps surprisingly,

only recently, a long line of work in the computer science literature [DKK+16, LRV16, DKK+17,

DL19, HLZ20a, DKP21] has culminated in the development of statistically and computationally
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efficient, sometimes near-linear time, estimators satisfying the following optimal guarantee for

mean estimation.

Definition 1.4 (Optimal Adversarially Robust Mean Estimator). We sayA is an optimal adversar-

ially robust mean estimator if given any ε ∈ [0, 1/10], and any ε-corrupted sample of X̃ , drawn

i.i.d from D produces an estimate µ̂ satisfying:

PX

{
‖µ̂− µ‖ 6 C

(√
Tr(Σ)

n
+
√
‖Σ‖ε

)}
>

9

10

for some absolute constant C > 0.

An important note here is that, in contrast with the heavy-tailed model to follow, we only ask

for a constant probability guarantee. The problem isn’t getting a high probability bound, it’s to get

any bound at all.

In contrast, in the heavy-tailed model, some finite bounds are possible on the performance of

the empirical mean in this setting. It can be shown that the following bounds are tight for the

empirical mean, denoted by µ̂EM:

E
[
‖µ̂EM − µ‖2

]
6

Tr(Σ)

n
and P

{
‖µ̂EM − µ‖ 6

√
Tr(Σ)

nδ

}
> 1− δ. (1)

While the first in-expectation result is the optimal achievable, the second is substantially worse

than the guarantees obtained in more restricted settings, such as when the data is obtained from

a Gaussian distribution. In a surprising development, the seminal work of Lugosi and Mendelson

[LM19] shows that such rates are in fact statistically achievable for the bounded covariance setting

as outlined in the following definition:

Definition 1.5. We say A is an optimal heavy-tailed mean estimator if given any δ ∈ [e−cn, 1/2],

and sample X = {Xi}n
i=1 drawn i.i.d from D returns an estimate, µ̂, satisfying:

PX ,A

{
‖µ̂− µ‖ 6 C

(√
Tr(Σ)

n
+

√
‖Σ‖ log(1/δ)

n

)}
> 1− δ

for some absolute constants C, c > 0.

By comparing the above rates with those of the empirical mean, we see that the dependence

on δ has improved exponentially and furthermore, is decoupled from the dimension term, Tr(Σ).

In fact, the rate in Definition 1.5 is known to be unimprovable even if the data were indeed Gaus-

sian. That such a rate is achievable in one dimension was independently discovered by several

groups [NY83, JVV86, AMS99]. Surprisingly, the extension of these results to high dimensions

was only achieved recently by Lugosi and Mendelson [LM19], who designed an inefficient esti-

mator achieving this guarantee. Soon after, Hopkins [Hop20] devised the first computationally

efficient estimator recovering the same guarantees.

We observe that the optimal rates in the adversarial model and the heavy tailed model coin-

cide under the mapping ε ↔ log(1/δ)
n . In the regime of constant ε (corresponding to δ ∼ e−Θ(n)),

Theorem 1.3 implies the surprising corollary that any optimal adversarially robust mean estima-

tion algorithm automatically gives an optimal estimator in the heavy-tailed model.
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Corollary 1.6. In the regime of constant ε and δ inverse exponential in n, any optimal algorithm for mean

estimation under adversarial contamination is also optimal in the heavy-tailed contamination model.

This follows by instantiating Definition 1.2 and Theorem 1.3 with Z = R
d and

GD(ε) =

{
µ̂ ∈ R

d : ‖µ̂− µ‖ 6 C

(√
Tr(Σ)

n
+
√
‖Σ‖ε

)}

For the remaining applications, we’ll leave implicit that we consider ε to be a constant.

Covariance estimation. We now consider an application of Theorem 1.3 to covariance estima-

tion, another fundamental statistical estimation task. Here, we are given n i.i.d samples from a

high-dimensional distribution with the goal of recovering the covariance matrix of the distribu-

tion in spectral norm. We instantiate this task with an L4 − L2 hypercontractivity assumption,

standard for high-dimensional heavy-tailed covariance estimation [MZ20, AZ24]. We formally

state this assumption below:

Definition 1.7. We say that a zero mean random vector X with covariance Σ satisfies an L4 − L2

hypercontractivity assumption if:

∀‖v‖ = 1 :
(

E[〈X, v〉4]
)1/4

6 C
√

v⊤Σv

for an absolute constant C > 0.

Note that no further assumptions are made on the distribution of X beyond its 4th moments

allowing for the existence of heavy-tailed outliers. For this setting, there exist optimal estimators

[AZ24] which when given n i.i.d samples, with ε fraction arbitrarily corrupted by an adversary,

produce estimate, Σ̂ satisfying with probability at least 1− δ:

∥∥∥Σ̂− Σ

∥∥∥ 6 C

(√
Tr(Σ) + ‖Σ‖ log(1/δ)

n
+
√
‖Σ‖ε

)

which is known to be optimal even for the heavy-tailed (ε = 0) and adversarial settings (δ set to

a constant). Applying Theorem 1.3 to the covariance estimation setting, we establish the surpris-

ing fact that any optimal algorithm for covariance estimation with adversarial contamination is

optimal for heavy-tailed contaminations as well.

Corollary 1.8. Any optimal algorithm for covariance estimation under Definition 1.7 with adversarial

contamination is also optimal in the heavy-tailed contamination model.

Linear regression. Our final application is to linear regression. We present a simplified setting

for illustrative purposes. However, our results are also applicable more generally. Here, we con-

sider the setting where we are given i.i.d samples generated from a distributionDwith (X, Y) ∼ D
generated as follows:

Y = 〈X, w∗〉+ η

5



where X has zero-mean, covariance I, and satisfies Definition 1.7 and η is zero-mean, independent

of X, and has variance bounded by 1. Our goal now is to recover the unknown parameter w∗3.

Here, again, there exist estimates [LM20], ŵ, satisfying with probability at least 1− δ:

‖ŵ− w∗‖ 6 C

(√
d + log(1/δ)

n
+
√

ε

)

which are again known to be optimal for both the adversarial (δ set to a constant) and heavy-tailed

settings (ε = 0). Hence, Theorem 1.3 again yields the following corollary:

Corollary 1.9. Any optimal estimator for linear regression with adversarial contamination is also optimal

in the heavy-tailed contamination model.

1.1.2 The adversarial contamination model is strictly stronger.

Theorem 1.3 prompts the natural question of whether the two models are equivalent? That is, are

algorithms for the heavy-tailed setting automatically adversarially robust? We show in a strong

sense that the answer to this question is no. The following result shows that, even for the simplest

high-dimensional estimation problem of mean estimation, any reduction from adversarial to heavy-

tailed estimation must either remove most outliers in the data or must ensure that their empirical

mean is close to the true mean and furthermore, that their variance are small. That is, the reduction

itself has to do a significant amount of heavy lifting.

Before we proceed, we define the class of black-box reductions our results apply to below:

Definition 1.10. For two statistical estimation problems, P and P′, we say that R is a black box

reduction from P′ to P if for any estimator A for P, A(R(·)) is an estimator for P′.

An illustration of this definition is provided in Figure 1. Here, X denotes a sample from the

estimation problem P′. X is then used by the reduction R to produce another sample Y which

is input to the estimator A for P to produce the final output θ̂. In our context, P and P′ typically

denote corresponding heavy-tailed and adversarial contamination estimation problems.

We pause for a few remarks on Definition 1.10. Firstly, note that it captures the setting of

Theorem 1.3. Indeed, Theorem 1.3 establishes that the trivial reduction which simply outputs its

input, X , suffices as a black-box reduction from heavy-tailed to adversarially robust estimation.

On the other hand, Definition 1.10 places no restrictions on how the intermediate output Y is pro-

duced from R. Nevertheless, our results establish strong structural properties on Y that must be

satisfied for any black-box reduction from adversarially-robust to heavy-tailed mean estimation.

Lastly, observe that the requirements of a black-box reduction are agnostic to the specific estima-

tion algorithms used to complete the reduction. Hence, they allow for a formal investigation into

the relationship between different corruption models.

The exposition of our result additionally requires the concept of stability, a core component of

recent adversarially robust estimation algorithms [DK19, DKP20, HLZ20b]:

3There exist alternative objectives for linear regression such as prediction error. We restrict to the simpler objective of

parameter recovery for the sake of exposition. However, our results are also applicable to these alternative objectives.
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Reduction: R Estimator: AX Y θ̂

Figure 1: Illustration of the class of reductions Theorem 1.12 applies to. The input dataset X is

processed by the reduction,R to produce another dataset Y that is ultimately used as input to the

estimator A which produces the final output θ̂.

Definition 1.11. A finite set S = {yi}n
i=1 ⊂ R

d, is (γ, ν)-stable with respect to µ ∈ R
d for γ >

0, ν ∈ (0, 1/10) if there exists S′ ⊂ S with |S′| > (1− ν)n such that:

∥∥∥∥∥
1

|S′| ∑
i∈S′

yi − µ

∥∥∥∥∥ 6 γ and

∥∥∥∥∥
1

|S′| ∑
i∈S′

(yi − µ)(yi − µ)⊤
∥∥∥∥∥ 6 γ2.

The existence of such stable sets plays a key role in designing adversarially robust estimators.

They may be shown to exist with high-probability for a chosen subset of the inlier data points.

Hence, in the adversarial contamination setting, ν > ε. In [DKP20], it is shown that any stability-

based mean-estimation algorithm is simultaneously robust to adversarial and heavy-tailed corrup-

tions. In fact, virtually all known adversarially robust estimators rely on such stability properties

of the inlier data points and typically operate by iteratively pruning the dataset until one is left

with a large stable subset of the data whose mean is a good estimate of the population mean.

Conversely, the presence of (almost optimal) heavy-tailed estimators that do not rely on stability

[CG17] is suggestive that heavy-tailed outliers are qualitatively weaker than adversarial outliers.

The main technical result of this section provides a formal justification for the separation be-

tween adversarial and heavy-tailed corruptions through the lens of black-box reductions. Con-

cretely, we show that any black-box reduction from adversarial to heavy-tailed estimation must

produce pointsets with arbitrarily large stable sets.

Theorem 1.12 (Informal – see Theorem 3.7). Any black-box reduction (Definition 1.10) from adversar-

ially robust mean estimation (with ε = 0.1) to heavy-tailed mean estimation (with log(1/δ) = Ω(n)),

must produce a pointset Z = {zi}m
i=1 with I ⊂ [m] satisfying |I| > 0.99m and:

∥∥∥∥∥
1

|I| ∑
i∈I

zi − µ

∥∥∥∥∥ 6 C

(√
Tr(Σ)

n
+
√
‖Σ‖

)
and

∥∥∥∥∥
1

|I| ∑
i∈I

(zi − µ)(zi − µ)⊤
∥∥∥∥∥ 6 C

(
Tr(Σ)

n
+ ‖Σ‖

)
.

That is, this stable set must account for all but a small-constant fraction of the outliers.

We briefly remark on Theorem 1.12 to simplify the interpretation of its implications. As previ-

ously stated, adversarially corrupted pointsets are only guaranteed to contain stable sets (with

high probability) of size at most 0.9n4. Hence, the pointsets that are produced by any black-

box adversarial-to-heavy-tailed reduction are qualitatively different from adversarially corrupted

datasets. Furthermore, several algorithmic approaches for adversarially robust estimation rely on

the extraction of a large stable subset of the input point set. Hence, the above result establishes

that any such reduction must already produce a pointset, essentially all of which is a stable subset.

4For ε = 0.1, it is easy to construct adversarial contaminations such that all subsets larger than 0.9n are not stable.

7



Consequently, in the setting where the reduction passes subsets of the input to the heavy-tailed es-

timation algorithm, it must either filter out adversarial points or alternatively, ensure that all but a

negligible fraction of them are part of a stable set. Hence, the reduction itself operates similarly to

existing stability-based algorithms for adversarially robust estimation.

To establish Theorem 1.12, we construct the novel heavy-tailed estimator that provides the

guarantees of Theorem 1.3. The design of our estimator leverages a novel tail-decay condition

that is guaranteed to hold when the data is drawn from a distribution but does not hold when

an adversary engineers a large fraction of the outlier set to deviate from the mean. The estima-

tor then estimates a quantile smoothed notion of spread over all one-dimensional projections of

the data and adds a random perturbation of this magnitude to the output of a standard heavy-

tailed estimator. However, care must be taken in the choice of the underlying estimator. To avoid

cancellations in magnitude to establish Theorem 1.12 on the points provided to the algorithm as

input, we use a standard stability-based framework for robust estimation [SCV18]. Unfortunately,

these estimators are not known to be optimal heavy-tailed estimators with prior analyses incur-

ring an additional multiplicative logarithmic factor [DKP20]. We provide a novel analysis of this

estimator by providing a fine-grained analysis of a Gaussian rounding scheme previously used to

analyze a median-of-means approach [DL19] and leveraging recent developments in the analysis

of the trimmed median [LM21].

Notation. In this paper, R and N denote the set of real and natural numbers respectively. For

n ∈ N, [n] denotes the set of integers from 1 through n. For d, m, n ∈ N, R
d and R

m×n denote

the set of d-dimensional vectors and m × n dimensional matrices respectively. For v ∈ R
d and

M ∈ R
d×d, ‖v‖ and ‖M‖ are the standard Euclidean and spectral norms respectively while Tr(M)

denotes the trace of M. For measure D and n ∈ N, D⊗n denotes the n-time produce measure

of D. For a set T ⊂ R
d, mean(T) denotes the mean of the uniform distribution over the set and

when d = 1, Med(T) denotes its median. For x ∈ R, sgn(x) denotes the signum function of x. For

distributions D1,D2, TV(D1,D2) denotes the TV distance between them. For v ∈ R
d, vi denotes

the ith entry of v. For S ⊂ R
d, Unif(S) denotes the uniform distribution over S . Finally, for an

event E, 1 {E} denotes the indicator of that event.

Organization. In the remainder of the paper, we establish Theorem 2.3, the formalization of

Theorem 1.3. Subsequently, in Section 3, we design and analyze the sub-Gaussian estimator used

in the proof of Theorem 1.12 whose generalized counterpart is Theorem 3.7.

2 From heavy-tailed to adversarially robust X estimation

Here, we prove that an algorithm, robust to a constant factor of adversarial corruptions, with no

additional assumptions required and no additional work, automatically achieves sub-Gaussian

guarantees. The argument reduces to a statement about isoperimetry in the hamming metric. Re-

call that in the adversarial corruption setting, we require that our algorithm be robust to arbitrary

εn sized corruptions of the sample with constant probability. That is, there is some set with con-

stant mass such that, for any point within εn hamming distance of this set, the algorithm outputs a

“good” mean estimate. The question becomes, what is the measure of this εn hamming ball when
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the data is drawn from a heavy-tailed distribution? Classical results on the connection between

isoperimetry and concentration show that this is all but an exponentially small fraction.

For an abstract space, X , consider the set of possible samples obtained from n iid draws from

a distribution over X , X n. For instance, in our setting X = R
d. For two possible sample sets,

x, y ∈ X n and S ⊂ X n, define the Hamming distance as follows:

distham(x, y) := ∑
i

1[xi − yi 6= 0] and distham(x, S) = min
y∈S

distham(x, y).

We recall the following fact about expansion with respect to distham.

Lemma 2.1 ([BLM13] Corollary 7.4). Let S ⊆ X n and ν a measure on X s.t. ν⊗n(S) = p. We have:

∀t > 0 : P

{
distham(X, S) > t +

√
n

2
log(1/p)

}
6 e−2t2/n.

As a simple corollary, we obtain the following lower bound on the blowup of a set.

Corollary 2.2. Let S ⊆ X n and ν be a distribution over X be such that:

ν⊗n(S) > 0.9.

Then,

∀ε > 0 : ν⊗n(Sε) > 1− 2e−ε2n where Sε := {x ∈ X n : distham(x, S) 6 εn}.

Proof. Set t = εn−
√

n
2 log(1/p) in Lemma 2.1.

ν⊗n(Sε) = P {distham(X, S) > εn} 6 exp




−

2
(

εn−
√

n
2 log(1/p)

)2

n





Let α > 0 be a parameter to be determined subsequently. We now have two cases:

Case 1: n > 1
ε22(1−α)2 log(1/p). This implies that

√
n
2 log(1/p) 6 εn(1− α). Plugging in, we get

P {distham(X, S) > εn} 6 e−2ε2α2n

Case 2: n <
1

ε22(1−α)2 log(1/p). Then, by setting α = 1/
√

2

2e−2ε2α2n > 2 exp

{
− log(1/p)

α2

(1− α)2

}
= 2p

α2

(1−α)2 > 1 > 1− ν⊗n(Sε),

concluding the claim.

Corollary 2.2 is precisely what we need to formalize our argument that the robustness of our

algorithm ensures all but a vanishingly small fraction of the samples will be good.
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Theorem 2.3. LetA be an adversarially robust algorithm with no internal randomness satisfying Definition 1.2.

Then, given samples X = {xi}n
i=1 from a distribution, D and corruption parameter ε ∈ (0, 1/10), there

exists a constant c(ε) > 0 s.t.

θ̂ ∈ GD(ε)

with probability 1− 2e−c(ε)n, where θ̂ = A(X ; ε). More generally, for ε′ ∈ [0, ε), A outputs θ̂ satisfying

the above guarantee with probability 1− 2e−n(ε−ε′)2
when the sample it receives is ε′-corrupted.

Proof. Let A(η) ⊆ (Rd)n denote the set of samples on whichA satisfies η robustness. Let S = A(ε).
We first observe that for any η, η′, α > 0 where α = η − η′:

A(η)α ⊆ A(η′).

That is, the α blowup of the set on which A satisfies η robustness is contained in the set on which

A satisfies η′ robustness. This follows from the triangle inequality for distham.

Now, by assumption, D⊗n(S) > 0.9. Let Sα denote its α blowup, instantiating α = ε− ε′. By

Corollary 2.2, we know that D⊗n(Sα) > 1− 2e−α2n. From our above observation, Sα is a subset of

the points on which A is ε′ robust; i.e. the samples on which, even with an adversary who can

corrupt ε′ of the samples, A outputs θ̂ satisfying:

θ ∈ GD(ε)

This observation along with the fact that D⊗n(Sα) > 1− 2e−α2n conclude the proof.

3 A Hard sub-Gaussian Algorithm

In this section, we overview and present guarantees on a robust estimation algorithm that is guar-

anteed to achieve sub-Gaussian rates while, at the same time, not robust to adversarial perturba-

tion. The formal details of the algorithm are presented in Algorithm 2. Algorithm 2 parameterizes

two algorithms, one for each choice of s, both of which are guaranteed to have sub-Gaussian per-

formance. The algorithm exploits a logarithmic tail-decay condition whose strength scales with

the targeted failure probability. This condition is used to extract a notion of scale that remains

bounded when the data is obtained from a heavy-tailed distribution but does not hold when the

data is corrupted by an adversary.

The algorithm operates by first finding a point, x, such that there exists a large subset of points

(a 1− ε fraction) of points where ε ≈ log(1/δ)/n having bounded second-moment with respect to

x. That is it solves the following program:

arg min
x∈Rd

min
w∈Wε

∥∥∥∥∥
n

∑
i=1

wi(xi − x)(xi − x)⊤
∥∥∥∥∥

where ∀ρ > 0 : Wρ :=

{
{wi}n

i=1 : 0 6 wi 6
1

(1− ρ)n
and

n

∑
i=1

wi = 1

}
.

For the next step, define the following notion of variation, denoted by spread, for a one-dimensional

point set, Y = {yi}n
i=1 with respect to a centering y and y(i) denoting the ordered elements of Y :

∀i ∈ [n] : w̃i = exp

(
−C · nε

min(i, n− i)

)
and wi :=

w̃i

∑
n
i=1 w̃i

10



spread(Y , y) :=
√

∑
i∈[n]

wi(y(i) − y)2.

The algorithm then searches over directions for one with large spread. The final output of the

algorithm is a random perturbation along the direction found in the previous step whose scale

depends on the value of the variation along that direction and the failure probability. As we will

see, this notion of spread forces the algorithm to be successful only when there exists a stable

set of size (1− cε) for any c < 1. The tail decay property of samples drawn from heavy-tailed

distributions bounds the performance of the estimator in this setting but this may not necessarily

hold for the adversarial contamination setting.

Algorithm 1 Comparison

1: Input: Vectors v

2: if v = 0 then

3: Return: v

4: else

5: i∗ = min{i : vi 6= 0}
6: Return: sgn(vi∗)v

7: end if

Algorithm 2 Sub-Gaussian Mean Estimator

1: Input: Point set X = {xi}n
i=1 ⊂ R

d, Failure Probability δ, Version s ∈ {+1,−1}
2: ε← log(4/δ)/n

3: µ̃← arg minx∈Rd minw∈Wε

∥∥∑
n
i=1 wi(xi − x)(xi − x)⊤

∥∥
4: v← arg max‖u‖=1 spread

(
{〈xi, u〉}k

i=1, 〈µ̃, u〉
)

, σv ← spread
(
{〈xi, v〉}n

i=1, 〈µ̃, v〉
)

5: v← Comparison(v)

6: µ̂ = µ̃ + s
√

εσvv

7: Return: µ̂

3.1 Proof that Algorithm 2 achieves sub-Gaussian Rates

In this section, we will show that Algorithm 2 achieves sub-Gaussian rates on heavy-tailed distri-

bution. The main technical difficulty in this section is that the notion of spread used in Algorithm 2

remains suitably bounded. For this step, we prove a tail-decay condition on samples drawn from

heavy-tailed distributions and show that this suffices to establish the required bounds. In addi-

tion, even without the additional spread detection step, it is not known whether the stability-based

intermediate estimate (µ̃ in Algorithm 2) achieves sub-Gaussian rates. Unfortunately, prior anal-

yses of the estimator are sub-optimal by a logarithmic factor [HLZ20a, DKP21]. We provide an

improved statistical analysis of these estimators by proving tighter bounds on the truncated vari-

ances of the one-dimensional point sets obtained by projecting the dataset onto one-dimensional

subspaces, and secondly, by improving the analysis of a Gaussian rounding scheme of Depersin

and Lecue [DL19]. Our analysis of the performance of the intermediate estimate µ̃ borrows heav-

ily from the analysis of Lugosi and Mendelson [LM21] and may be viewed as a generalization
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of their results to the setting of stability-based estimators, where the set of points to be truncated

are chosen uniformly for every direction. The main theorem of the section is the following which

shows that Algorithm 2 achieves sub-Gaussian rates.

Theorem 3.1. There exists an absolute constants C, c > 0 such that the following hold. Let X1, . . . , Xn be

drawn iid from a distribution with mean µ and covariance Σ. Then, for any δ ∈ [e−cn, 1/4], the outputs of

Algorithm 2, µ+ and µ−, on input X1, . . . , Xn, δ, and s = {+1,−1} respectively satisfy:

max {‖µ̂+ − µ‖, ‖µ̂− − µ‖} 6 C

(√
Tr(Σ)

n
+

√
‖Σ‖ log(1/δ)

n

)

with probability at least 1− δ.

Throughout this section, we assume that X1, . . . , Xn are drawn iid from a distribution with

mean 0 and covariance Σ. Furthermore, noting that Algorithm 2 is shift and scale-equivariant, it

suffices to consider the case where µ = 0 and ‖Σ‖ = 1. We start by defining a truncation parameter

and function below following the analysis of Lugosi and Mendelson [LM21]:

τ := C1 max

{
1

ε

√
Tr(Σ)

n
,

√
‖Σ‖

ε

}
and ∀γ > 0 : φγ(x) =

{
x if |x| 6 γ

sgn(x)γ otherwise
.

The next lemma shows that the second moment of the truncated one-dimensional pointsets

obtained by projecting the dataset onto any dimension is small. This lemma is used to analyze

both the performance of the stability-based intermediate estimate, µ̃, and the scale of the variation,

σv, utilized in the algorithm. Since the proof is a simple adaptation of the ideas of Lugosi and

Mendelson [LM21], its proof is deferred to Appendix B. Intuitively, the lemma is used to bound

the variance of the points whose projections are small while the logarithmic tail bound established

subsequently bounds the variance of the points with large projections.

Lemma 3.2. We have:

∀‖v‖ = 1 :
n

∑
i=1

φτ(〈Xi, v〉)2
6 C ·

(
Tr(Σ)

ε
+ n‖Σ‖

)
.

with probability at least 1− exp(−εn).

The next lemma establishes the logarithmic tail bound alluded to previously. We show that the

tail of the empirical distribution over samples scales as ε/ log(t) with probability at least 1− e−nε.

This is then exploited to bound the scale of the spread estimate, σv, in Algorithm 2.

Lemma 3.3. We have:

∀‖v‖ = 1, j > 1 :
n

∑
i=1

1
{
|〈Xi, v〉| > τj

}
6

2(nε + j)

3j
where τj =

C1

64
· e4j ·max

{
1

ε

√
Tr(Σ)

n
,

1√
ε

}

with probability at least 1− e−εn.
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Proof. First define:

ψj(x) :=





1 if |x| > τj

0 if |x| 6 τj

2
2|x|
τj
− 1 otherwise

.

As in the proof of Lemma 3.2, define random variable:

Z := max
v=1

n

∑
i=1

Wi,v where Wi,v := ψj(〈Xi, v〉)−EX∼D[ψj(〈X, v〉)].

We get where X′i and γi are independent copies of Xi and independent Rademacher random vari-

ables respectively:

E[Z] = E

[
max
‖v‖=1

n

∑
i=1

ψj(〈Xi, v〉)−EX∼D[ψj(〈X, v〉)]
]

6 EXi ,X
′
i

[
max
‖v‖=1

n

∑
i=1

ψj(〈Xi, v〉)− ψj(〈X′i , v〉)
]

6 EXi ,X
′
i ,γi

[
max
‖v‖=1

n

∑
i=1

γi(ψj(〈Xi, v〉)− ψj(〈X′i , v〉))
]

6 2EXi ,γi

[
max
‖v‖=1

n

∑
i=1

γiψj(〈Xi, v〉)
]
6

8

τj
EXi ,γi

[
max
‖v‖=1

n

∑
i=1

γi〈Xi, v〉
]

6
8

τj
EXi ,γi

[∥∥∥∥∥
n

∑
i=1

γiXi

∥∥∥∥∥

]
6

8

τj

√√√√√EXi ,γi



∥∥∥∥∥

n

∑
i=1

γiXi

∥∥∥∥∥

2

 =

8

τj

√
n Tr(Σ),

the fourth inequality following from the Ledoux-Talagrand contraction inequality (Corollary A.4)

and noting that ψj is 2/τj-Lipschitz. Furthermore, observe that from Chebyshev’s inequality:

∀‖v‖ = 1 : E[ψj(〈Xi, v〉)2] 6 E

[
1

{
|〈Xi, v〉| > τj

2

}]
6

4

τ2
j

.

Hence, we get:

E[Z] 6
8

τj

√
n Tr(Σ) and ∀‖v‖ = 1 : E

[
ψj(〈Xi, v〉)2

]
6

4

τ2
j

.

Defining

ν := 32 max

{√
n Tr Σ

τj
,

n

τ2
j

}
and rj :=

nε + j

2j
,

we get from Theorem A.1

P
{

Z > rj

}
6 exp

{
−νh

(
rj

ν

)}
= exp

{
−
(
(ν + rj) log

(
1 +

rj

ν

)
− rj

)}
.

Now, we get:

(ν + rj) log

(
1 +

rj

ν

)
− rj > rj log

(
rj

ν

)
− rj > rj log

(
Ce4j

32nε
· rj

)
− rj > rj log

(
Ce4j−1

32nε
· rj

)
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= rj(2j) + rj log

(
Ce2j−1

32nε
· rj

)
> nε + j + rj log

(
Ce2j−1

64j

)
> nε + j.

Therefore, we get:

∀j > 1 : P
{

Zj > rj

}
6 exp {−nε + j} .

A union bound now yields:

P
{
∃j > 1 : Zj > rj

}
6 e−nε.

Observing that:

∀‖v‖ = 1 : EX∼D
[
ψj(〈X, v〉)

]
6

ε

Ce8j

the conclusion of the lemma follows.

The next lemma shows that the value of the spread estimate σv in Algorithm 2 is small. It

utilizes the results of Lemma 3.2 to bound the contribution of points with small projection along v

while Lemma 3.3 bounds the contribution of the large points as the guarantees of Lemma 3.3 are

sub-optimal when applied to the smaller projections.

Lemma 3.4. We have:

∀‖v‖ = 1 : spread
(
{〈Xi, v〉}n

i=1 , 0
)
6 C

(√
Tr(Σ)

εn
+
√
‖Σ‖

)

with probability at least 1− 2e−nε.

Proof. As before, it suffices to restrict to the setting ‖Σ‖ = 1. First, condition on the events in the

conclusions of Lemmas 3.2 and 3.3. Now, fix a particular v with ‖v‖ = 1 and define Y to be the

ordered set of elements {〈Xi, v〉}n
i=1. Then, we have:

∀n

4
6 i 6

3n

4
: w̃i > c =⇒

n

∑
i=1

w̃i > cn =⇒ ∀j ∈ [n] : wj 6
1

cn
.

We will now bound the spread separately for the subsets G = Y ∩ [−τ, τ] and B = Y \ G. For the

first set, we have by Lemma 3.2:

∑
i∈G

wiy
2
i 6

1

cn ∑
i∈G

y2
i 6 C ·

(
Tr(Σ)

ε
+ 1

)
.

For the second, we further decompose and bound the sum as follows with Bj = Y ∩ (−τj+1,−τj]∪
[τj, τj+1) and noting that B ∪4nε

j=1 Bj as Bj = φ for j < 4nε by Lemma 3.3:

∑
y∈B

wyy2
i 6

4nε

∑
j=1

∑
y∈Bj

wyy2
6

1

cn

4nε

∑
j=1

∑
y∈Bj

w̃yτ2
j+1 =

C

n

4nε

∑
j=1

∑
y∈Bj

exp

(
−C · 3njε

2(nε + j)

)
τ2

j+1

6
C

n

4nε

∑
j=1

2(nε + j)

3j
· exp (−Cj) τ2

j 6
C

n

4nε

∑
j=1

nε + j

j
· exp(−Cj) · e8j

(
1

ε2
· Tr(Σ)

n
+

1

ε

)

6
C

n

4nε

∑
j=1

(nε + j) · exp(−j) ·
(

1

ε2
· Tr(Σ)

n
+

1

ε

)
6

C

n

(
4nε

∑
j=1

(nε + j)e−j

)
·
(

1

ε2
· Tr(Σ)

n
+

1

ε

)

6
C

n
· nε ·

(
1

ε2
· Tr(Σ)

n
+

1

ε

)
6 C

(
Tr(Σ)

εn
+ 1

)

which concludes the proof of the lemma.
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The next lemma is a refinement of a Gaussian rounding scheme by Depersin and Lecue. These

improvements along with Lemma 3.2 allow us to establish that the stability-based estimators

achieve sub-Gaussian recovery guarantees. On the other hand, in prior work, the guarantees

incurred an additional multiplicative logarithmic factor. Before we proceed, we define the convex

program analyzed in the proof:

min
w∈Wρ

∥∥∥∥∥
n

∑
i=1

wiziz
⊤
i

∥∥∥∥∥. (ROB-SDP)

For a dataset Z and ρ, let ROB-SDP(Z, ρ) refer to the convex program above. The next lemma

establishes a vectorization of the above program.

Lemma 3.5. Let Z = {z1, . . . zn} ⊂ R
d and ρ ∈ [0, 1/2]. Then:

min
w∈Wρ

∥∥∥∥∥
n

∑
i=1

wiziz
⊤
i

∥∥∥∥∥ 6 1024 max
‖v‖=1

min
w∈Wρ/4

n

∑
i=1

wi〈v, zi〉2.

Proof. Note that ROB-SDP may be recast as the following min-max program.

min
w∈Wρ

max
M<0

Tr(M)=1

〈
M,

n

∑
i=1

wiziz
⊤
i

〉
= max

M<0
Tr(M)=1

min
w∈Wρ

〈
M,

n

∑
i=1

wiziz
⊤
i

〉

where the exchange of the min and max follows from von Neumann’s minimax theorem. Let

M∗ and m∗ denote the optimal solution and value to the program on the right. Consider now a

Gaussian random vector g drawn with mean 0 and covariance M. Note that for any i ∈ [n], 〈zi, g〉
is a Gaussian with mean 0 and variance z⊤i Mzi. Therefore, we have:

∀i ∈ [n] : P



|〈zi, g〉| >

√
z⊤i Mzi

4



 >

3

4

from the fact that the pdf of a standard Gaussian random variable is bounded above by 1/
√

2π.

Furthermore, we have from the fact that ‖M‖ 6 1 that:

P {‖g‖ 6 4} > 9

10
.

Hence, we get by the union bound that:

P



‖g‖ 6 4 and |〈zi, g〉| >

√
z⊤i Mzi

4



 >

1

2
. (2)

For the rest of the proof, we divide into two cases based on the set:

H :=

{
i : z⊤i Mzi >

m∗

4ρ

}
.

The two cases we consider are as follows:
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Case 1: |H| > ρn. In this case, consider g which satisfies:

∑
i∈H

1

{
|〈zi, g〉| > 1

8

√
m∗

ρ
and ‖g‖ 6 4

}
>

ρn

2
.

Such a g exists from Eq. (2). On this event, we have for the vector g̃ = g/‖g‖:

min
w∈Wρ/4

n

∑
i=1

wi〈zi, g̃〉2 > ∑
i∈H

wi〈zi, g̃〉2 > ρ

4
· 1

16
· m∗

64ρ
>

m∗

1024
.

This concludes the proof of the lemma in this case.

Case 2: |H| < ρn. Then, we must have by the minimax formulation:

1

n− |H| ∑
i/∈H

z⊤i Mzi > m∗

as this is a feasible solution to the minimax optimization problem. Now, consider the event:

1

n− |H| ∑
i/∈H

z⊤i Mzi · 1



|〈zi, g〉| >

√
z⊤i Mzi

4
and ‖g‖ 6 4



 >

m∗

2
.

Note that such a g exists by the probabilistic method and Eq. (2). Furthermore, we have for any

G ⊆ [n] \ H with |G| 6 ρn
4 from the definition ofH:

1

n− |H| ∑
i∈G

z⊤i Mzi 6
2

n
· ρn

4
· m∗

4ρ
=

m∗

8
.

Hence, we get for any subset I ⊂ [n] \ H with I > n− |H| − ρn/4:

1

n ∑
i∈I

z⊤i Mzi1



|〈zi, g〉| >

√
z⊤i Mzi

4



 >

m∗

4
.

Noticing that for g̃ = g/‖g‖:

z⊤i Mzi1



|〈zi, g〉| >

√
z⊤i Mzi

4



 6 256〈zi, g̃〉21



|〈zi, g〉| >

√
z⊤i Mzi

4



 ,

we get that for all such I :

1

n ∑
i∈I
〈zi, g̃〉21



|〈zi, g〉| >

√
z⊤i Mzi

4



 >

m∗

1024
.

We get as a consequence

min
w∈Wρ/4

n

∑
i=1

wi〈zi, g̃〉2 > min
I⊂[n]\H

|I|>n−|H|−ρn/4

1

n ∑
i∈I
〈zi, g̃〉2 > m∗

1024

which concludes this case and the proof of the lemma.
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The final technical result required to prove Theorem 3.1 is the following which shows that the

mean of the truncated data points when projected onto any direction is close to the true mean of

the distribution. The proof is identical to that in [LM21] and its proof is included in Appendix B

for completion.

Lemma 3.6. We have:

∀‖v‖ = 1 :
n

∑
i=1

φτ(〈Xi, v〉) 6 C ·
(√

n Tr(Σ) + n
√

ε

)

with probability at least 1− exp(−εn).

We are now ready to prove Theorem 3.1. We will condition on the conclusions of Lemmas 3.2

to 3.4 and 3.6. Note that this happens with probability at least 1− δ. Observe that we have from

Lemma 3.3:

∀‖v‖ = 1 :
n

∑
i=1

1 {|〈Xi, v〉| > τ} 6 εn

4
.

As a consequence, we get from Lemma 3.6 for any ‖v‖ = 1:
∣∣∣∣∣

n

∑
i=1

〈Xi, v〉1 {|〈Xi, v〉| 6 τ}
∣∣∣∣∣ 6 C

(√
n Tr(Σ) + n

√
ε

)
+ τ

n

∑
i=1

1 {|〈Xi, v〉| > τ}

6 C ·
(√

n Tr(Σ) + n
√

ε

)
.

Furthermore, we have from Lemma 3.2 that:

n

∑
i=1

〈Xi, v〉21 {|〈Xi, v〉| 6 τ} 6 C

(
Tr(Σ)

ε
+ n

)
.

As a consequence of the above, Lemma 3.5 yields for x = 0:

min
w∈Wε

∥∥∥∥∥
n

∑
i=1

wi(Xi − x)(Xi − x)⊤
∥∥∥∥∥ 6 C

(
Tr(Σ)

εn
+ 1

)
.

Therefore, µ̃ satisfies:

min
w∈Wε

∥∥∥∥∥
n

∑
i=1

wi(Xi − µ̃)(Xi − µ̃)⊤
∥∥∥∥∥ 6 C

(
Tr(Σ)

εn
+ 1

)
.

Let w∗ be the optimal solution to the above program and notice that µ̃ = ∑
n
i=1 w∗i Xi. Furthermore,

let w′ be the uniform distribution over the set {i : |〈Xi, v〉| 6 τ}, µ′ denote its mean and observe

w′ ∈ Wτ. Then, we have by Lemma A.9 that:

|〈µ̃, v〉 − µ′| 6 C

(√
Tr(Σ)

n
+
√

ε

)
.

As a consequence, since the above holds for all ‖v‖ = 1, we have:

‖µ̃− µ‖ = ‖µ̃‖ 6 C ·
(√

Tr(Σ)

n
+
√

ε

)
.
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Now, consider any u such that ‖u‖ = 1. We have

spread ({〈Xi, u〉}n
i=1, 〈µ̃, u〉) =

√
n

∑
i=1

wi(〈Xi, u〉 − 〈µ̃, u〉)2 6

√
2

n

∑
i=1

wi(〈Xi, u〉2 + 〈µ̃, u〉2)

6
√

2 · (spread ({〈Xi, u〉}n
i=1, 〈µ̃, u〉) + ‖µ̃‖) 6 C ·

(√
Tr(Σ)

εn
+ 1

)
.

Therefore, we get:

‖µ̂‖ 6 ‖µ̃‖+
√

ε · spread ({〈Xi, u〉}n
i=1, 〈µ̃, u〉) 6 C

(√
Tr(Σ)

n
+

√
log(1/δ)

n

)

thus establishing the theorem.

3.2 When is Algorithm 2 adversarially robust?

In this section, we establish the following result which proves that for Algorithm 2 to be adver-

sarially robust, the set of points provided as input is required to have a stable set that includes

an arbitrarily large fraction of the input points. Informally, an overwhelming fraction of outliers

must either be filtered out, or their inclusion in the set of good points used to compute the mean

does not substantially change the value of the estimate.

Theorem 3.7. There exists an absolute constant c′ > 0 and for any constant c ∈ [0, 1], there exists an

absolute constant C > 0 such that the following holds. Let Z = {zi}n
i=1 ⊂ R

d be a pointset, ε ∈ [0, c′] and

η > 0. Suppose there exists z ∈ R
d such that the outputs of Algorithm 2, {µ̂+, µ̂−}, when run with inputs

Z, δ = exp(−εn), and s = {+1,−1} respectively satisfy:

max {‖µ̂+ − z‖, ‖µ̂− − z‖} 6 η.

Then, there exists a subset I ⊂ [n] and |I| > 1− cηn satisfying:

1

|I| ∑
i∈I

(zi − µ)(zi − µ)⊤ 4 C
η2

ε
and ‖µ− z‖ 6 Cη where µ :=

1

|I|
n

∑
i=1

zi.

Proof. Noting that µ̂+ = µ̃ +
√

εσvv and µ̂− = µ̃−√εσvv, we must have ‖µ̃− z‖ 6 η by convexity.

Now, we have by the parallelogram law:

2η2
> ‖µ̂+ − z‖2 + ‖µ̂− − z‖2 = 2(‖µ̃− z‖2 + εσ2

v ) =⇒ σ2
v 6

η2

ε
.

Notice that in the computation of spread, for any c1εn/16 6 i 6 n− c1εn/16, we have c 6 w̃i 6 1

and as a consequence, we have:

cn 6

n

∑
i=1

w̃i 6 n =⇒ ∀ c1εn

16
6 i 6 n− c1εn

16
:

c

n
6 wi 6

1

cn
.

As a consequence, we have for ‖v‖ = 1:

min
w∈Wc1ε/16

n

∑
i=1

wi〈v, zi − µ̃〉2 6 C · η2

ε
.
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From Lemma 3.5, we also get that:

min
w∈Wc1ε/4

n

∑
i=1

wi(zi − µ̃)(zi − µ̃)⊤ 4 C
η2

ε
.

Let w∗ be the solution to the above problem. Now, consider the set:

I :=

{
i : w∗i >

1

2(1− c1ε/4)n

}
.

To bound the size of I , observe that:

|I| · 1

(1− c1ε/4)n
+ (n− |I|) · 1

2(1− c1ε/4)n
> 1 =⇒ |I| >

(
1− c1ε

2

)
n.

Hence, we get for this set by the definition of I :

1

|I| ∑
i∈I

wi(zi − µ)(zi − µ)⊤ 4
1

|I| ∑
i∈I

wi(zi − µ̃)(zi − µ̃)⊤ 4 2
n

∑
i=1

wi(zi − µ̃)(zi − µ̃)⊤ 4 C
η2

ε
.

Finally, to conclude the proof, note that there exists w† ∈ Wε such that:

w† := arg min
w∈Wε

∥∥∥∥∥
n

∑
i=1

wi(zi − µ̃)(zi − µ̃)⊤
∥∥∥∥∥ and µ̃ =

n

∑
i=1

w†
i zi.

Note, also that:
n

∑
i=1

∥∥∥w†
i (zi − µ̃)(zi − µ̃)⊤

∥∥∥ 4 C
η2

ε
.

Observe, now, that the uniform distribution over I , wI and the distribution w† both satisfy wI , w† ∈
Wε. From Lemma A.8 and applying Lemma A.9 we get:

∀‖v‖ = 1 : |〈v, µ〉 − 〈v, µ̃〉| 6 Cη.

As a consequence, we obtain:

‖µ− µ̃‖ 6 Cη

concluding the proof of the theorem.
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A Auxiliary Technical Results

A.1 Probability and Empirical Process Theory

We present Bousquet’s inequality on the suprema of empirical processes [Bou02] which builds on

prior results by Talagrand [Tal94, Tal96].

Theorem A.1 ([Bou02, BLM13]). Let X1, . . . , Xn be independent identically distributed random vectors

indexed by an index set T . Assume that E[Xi,s] = 0, and Xi,s 6 1 for all s ∈ T . Let Z = sups∈T ∑
n
i=1 Xi,s,

ν = 2EZ + σ2 where σ2 = sups∈T ∑
n
i=1 EX2

i,s is the wimpy variance. Let φ(u) = eu − u − 1 and

h(u) = (1 + u) log(1 + u)− u, for u > −1. Then for all λ > 0,

log Eeλ(Z−EZ) 6 νφ(λ).

Also, for all t > 0,

P {Z > EZ + t} 6 e−νh(t/ν)
6 exp

(
− t2

2(ν + t/3)

)
.

We also recall McDiarmid’s classical bounded differences inequality.

Theorem A.2 ([McD89, BLM13]). Let n ∈ N, X denote some domain and assume f : X n → R satisfies:

∀i ∈ [n] : sup
x1,...,xn

x′i∈X

| f (x1, . . . , xn)− f (x1, . . . , x′i, . . . , xn)| 6 1.

Then

P { f (X)−E f (X) > t} 6 e−2t2/n.

We also require the Ledoux-Talagrand contraction inequality [LT11] (as stated in [BLM13]).
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Theorem A.3 ([LT11, BLM13]). Let x1, . . . , xn be vectors whose real-valued components are indexed by

T , that is, xi = (xi,s)s∈T . For each i = 1, . . . , n, let φi : R → R be a 1-Lipschitz function such that

φi(0) = 0. Let ε1, . . . , εn be independent Rademacher random variables, and let Ψ : [0, ∞) → R be a

non-decreasing convex function. Then,

E

[
Ψ

(
sup
s∈T

n

∑
i=1

ε iφi(xi,s)

)]
6 E

[
Ψ

(
sup
s∈T

n

∑
i=1

ε ixi,s

)]

and

E

[
Ψ

(
1

2
sup
s∈T

∣∣∣∣∣
n

∑
i=1

ε iφi(xi,s)

∣∣∣∣∣

)]
6 E

[
Ψ

(
sup
s∈T

∣∣∣∣∣
n

∑
i=1

ε ixi,s

∣∣∣∣∣

)]
.

We will use the following simple corollary of the second conclusion in our proofs.

Corollary A.4. Assume the setting of Theorem A.3. Then,

E

[
sup
s∈T

∣∣∣∣∣
n

∑
i=1

ε iφi(xi,s)

∣∣∣∣∣

]
6 2E

[
sup
s∈T

∣∣∣∣∣
n

∑
i=1

ε ixi,s

∣∣∣∣∣

]
.

Theorem A.5 ([Mas90]). Let X1, . . . , Xn be real-valued, iid random variables with CDF F. Let Fn denote

the empirical distribution function:

Fn(x) =
1

n

n

∑
i=1

1[Xi 6 x]

For any ǫ > 0:

P

{
sup
x∈R

|Fn(x)− F(x)| > ǫ

}
6 2e−2nǫ2

Theorem A.6 ([Ash90] Lemma 4.7.2). Let S ∼ B(n, p) be the sum of n independent p-biased coins.

Then:

P {S > λn} > 1√
8λn(1− λ)

e−nD(λ||p)

where D(λ||p) = λ log λ
p + (1− λ) log 1−λ

1−p

Corollary A.7. Let S ∼ B(n, p) be the sum of n independent p-biased coins. Then:

P

{
S

n
> p + ǫ

}
>

1√
2n

e
− nǫ2

p(1−p)

Proof. We first observe that λ(1− λ) > 1
4 . Therefore,

1√
8λn(1− λ)

>
1√
2n

Next, we show that D(λ||p) 6 ǫ2 where λ = p + ǫ

λ log
λ

p
+ (1− λ) log

1− λ

1− p
6 λ

(
λ

p
− 1

)
+ (1− λ)

(
1− λ

1− p
− 1

)

=
λ(λ− p)

p
+

(1− λ)(p− λ)

1− p
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=
λ(λ− p)(1− p) + (1− λ)(p− λ)p

p(1− p)

=
ǫλ(1− p)− ǫp(1− λ)

p(1− p)

=
ǫ2

p(1− p)

A.2 Tools from Robust Statistics

Lemma A.8. For any ρ ∈ [0, 1/2] and for any w, w′ ∈ Wρ, we have:

TV(w, w′) 6 2ρ.

Proof. Observe that:

TV(w, w′) =
n

∑
i=1

max(wi, w′i)− 1 6
1

1− ρ
− 1 =

ρ

1− ρ
6 2ρ

and the lemma follows.

Lemma A.9. Let Y = {y1, . . . , yn} ⊂ R and ρ ∈ [0, 1/4]. Now, let w, w′ ∈ Wρ be such that:

n

∑
i=1

wi(yi − µ)2
6 σ2,

n

∑
i=1

wi(yi − µ′)2
6 σ′2 where µ =

n

∑
i=1

wiyi, µ′ =
n

∑
i=1

w′iyi.

Then, we have:

|µ− µ′| 6 2
√

ρ(σ + σ′).

Proof. Note that we may assume w 6= w′ as this case is trivial. Let w̃ be the distribution be such

that w̃i ∝ min(wi, w′i). Furthermore, let ŵ and ŵ′ distributions such that ŵi ∝ wi−min(wi, w′i) and

ŵ′i ∝ w′i −min(wi, w′i). Note that w̃ is well defined as TV(w, w′) 6 1/2 from Lemma A.8 and ŵ, ŵ′

are well-defined from the fact that TV(w, w′) > 0. Letting ν = TV(w, w′):

w = (1− ν)w̃ + νŵ, w′ = (1− ν)w̃ + νŵ.

Letting µ̃, µ̂, µ̂′ be the means of w̃, ŵ, and ŵ′ respectively, we have:

|µ− µ̃| = ν|µ̂− µ̃|
|µ′ − µ̃| = ν|µ̂′ − µ̃|.

As a consequence, by the law of total variation:

ν(µ̂− µ)2 + (1− ν)(µ̃− µ)2 = ν(1− ν)(µ̃− µ̂)2 6 σ2

ν(µ̂′ − µ′)2 + (1− ν)(µ̃− µ′)2 = ν(1− ν)(µ̃− µ̂′)2 6 σ′2.
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Therefore, we get:

|µ̃− µ̂| 6
√

2σ√
ν

=⇒ |µ− µ̃| 6
√

2νσ

|µ̃− µ̂′| 6
√

2σ′√
ν

=⇒ |µ′ − µ̃| 6
√

2νσ′.

By the triangle inequality, we get:

|µ− µ′| 6 2
√

ρ(σ + σ′)

concluding the proof of the lemma.

B Deferred Proofs from Section 3

The deferred proofs of technical results utilized in the proof of Theorem 3.1 in Section 3 are col-

lected here. The first is the proof of Lemma 3.6.

Lemma 3.6. We have:

∀‖v‖ = 1 :
n

∑
i=1

φτ(〈Xi, v〉) 6 C ·
(√

n Tr(Σ) + n
√

ε

)

with probability at least 1− exp(−εn).

Proof. We proceed as follows. Consider the random variable:

Z := max
‖v‖=1

Wi,v where Wi,v :=
n

∑
i=1

φτ(〈Xi, v〉)−EX∼D [φτ(〈X, v〉)].

We have where X′i and γi are independent copies of Xi and independent Rademacher random

variables respectively:

E[Z] = E

[
max
‖v‖=1

n

∑
i=1

φτ(〈Xi, v〉)−E[φτ(〈X′i , v〉)]
]

6 EXi ,X
′
i

[
max
‖v‖=1

n

∑
i=1

φτ(〈Xi, v〉)− φτ(〈Xi, v〉)
]

= EXi ,X
′
i ,γi

[
max
‖v‖=1

n

∑
i=1

γi(φτ(〈Xi, v〉)− φτ(〈Xi, v〉))
]

6 2EXi ,γi

[
max
‖v‖=1

n

∑
i=1

γiφτ(〈Xi, v〉)
]

6 4EXi ,γi

[
max
‖v‖=1

n

∑
i=1

γi〈Xi, v〉
]
6 4EXi ,γi

[∥∥∥∥∥
n

∑
i=1

γiXi

∥∥∥∥∥

]

6 4

√√√√√EXi,γi



∥∥∥∥∥

n

∑
i=1

γiXi

∥∥∥∥∥

2

 = 4

√
n Tr(Σ),
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the third inequality following from Ledoux-Talagrand contraction (Corollary A.4). Furthermore,

note that for all ‖v‖ = 1:

E[W2
i,v] 6 E[φτ(〈Xi, v〉)2] 6 E[〈Xi, v〉2] 6 1

and that Wi,v 6 2τ almost surely. Therefore, we get from Theorem A.1 that:

P {Z > r} 6 exp

(
− r2

64
· 1

τ
√

n Tr(Σ) + n + rτ

)
.

By picking r = Cnετ, we get that:

P {Z > r} 6 exp(−nε).

By observing that for all ‖v‖ = 1 and X ∼ D,

|E[φτ(〈X, v〉)]| = |E[〈X, v〉] −E[(〈X, v〉 − sgn(〈X, v〉)τ)1 {|〈X, v〉| > τ}]|
= |E[(〈X, v〉 − sgn(〈X, v〉)τ)1 {|〈X, v〉| > τ}]|
6 |E[〈X, v〉1 {|〈X, v〉| > τ}]|+ τP {|〈X, v〉| > τ}

6

√
E[〈X, v〉2]

√
P {|〈X, v〉| > τ}+ τ · 1

τ2
6

2

τ
6 C
√

ε

the lemma follows.

Next, we present the proof of Lemma 3.2.

Lemma 3.2. We have:

∀‖v‖ = 1 :
n

∑
i=1

φτ(〈Xi, v〉)2 6 C ·
(

Tr(Σ)

ε
+ n‖Σ‖

)
.

with probability at least 1− exp(−εn).

Proof. We may assume without loss of generality that ‖Σ‖ = 1, First, observe that:

∀‖v‖ = 1 : EX∼D [φτ(〈Xi, v〉)2] 6 EX∼D [〈Xi, v〉2] 6 1.

And, as a consequence, we get where X′i and γi are independent copies of Xi and independent

Rademacher random variables respectively:

E

[
max
‖v‖=1

n

∑
i=1

φτ(〈Xi, v〉)2

]
6 E

[
max
‖v‖=1

n

∑
i=1

φτ(〈Xi, v〉)2 −E
[
φτ(〈X′i , v〉)2

]
]
+ max
‖v‖=1

nE
[
φτ(〈X, v〉)2

]

6 n + E

[
max
‖v‖=1

n

∑
i=1

φτ(〈Xi, v〉)2 −E
[
φτ(〈X′i , v〉)2

]
]

6 n + EXi,X
′
i

[
max
‖v‖=1

n

∑
i=1

φτ(〈Xi, v〉)2 − φτ(〈X′i , v〉)2

]

6 n + EXi,X
′
i ,γi

[
max
‖v‖=1

n

∑
i=1

γi(φτ(〈Xi, v〉)2 − φτ(〈X′i , v〉)2)

]
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6 n + 2EXi ,γi

[
max
‖v‖=1

n

∑
i=1

γiφτ(〈Xi, v〉)2

]

6 n + 8τEXi ,γi

[
max
‖v‖=1

n

∑
i=1

γi〈Xi, v〉
]
6 n + 8τEXi ,γi

[
‖

n

∑
i=1

γiXi‖
]

6 n + 8τ

√√√√√EXi ,γi



∥∥∥∥∥

n

∑
i=1

γiXi

∥∥∥∥∥

2

 = n + 8τ

√
n Tr(Σ), (3)

the sixth inequality following from Ledoux-Talagrand contraction (Corollary A.4) and noting that

φτ is 2τ-Lipschitz. To establish high-probability concentration, define:

Z = max
‖v‖=1

n

∑
i=1

Wi,v where Wi,v := φτ(〈Xi, v〉)2 −EX∼D[φτ(〈X, v〉)2].

We get as a consequence of Eq. (3) that:

E[Z] 6 8τ
√

n Tr(Σ).

Furthermore, we get:

∀‖v‖ = 1 : E[W2
i,v] 6 E[φτ(〈Xi, v〉)4] 6 τ2

E[φτ(〈Xi, v〉)2] 6 τ2.

Finally, note that almost surely:

Wi,v 6 τ2.

We now obtain via Theorem A.1 by renormalizing Yi,v := Wi,v/τ2:

P {Z > r} 6 exp

(
− r2

32(τ3
√

n Tr Σ + nτ2 + rτ2

)
.

Now, by the following setting for r:

r := C max

{
Tr Σ

ε
, n

}
,

and the above inequality, we get that:

P {Z > r} 6 exp(−εn).

By observing that:

max
v

n

∑
i=1

φτ(〈Xi, v〉)2
6 Z + n,

the lemma follows.

27


	Introduction
	Our Contributions
	The adversarial contamination model is at least as strong.
	The adversarial contamination model is strictly stronger.


	From heavy-tailed to adversarially robust X estimation
	A Hard sub-Gaussian Algorithm
	Proof that alg:subgmain achieves sub-Gaussian Rates
	When is alg:subgmain adversarially robust?

	Auxiliary Technical Results
	Probability and Empirical Process Theory
	Tools from Robust Statistics

	Deferred Proofs from sec:subg

