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ABSTRACT
We present tonalli, a spectroscopic analysis python code that efficiently predicts effective temperature, stellar surface gravity,
metallicity, 𝛼-element abundance, and rotational and radial velocities for stars with effective temperatures between 3200 and
6250 K, observed with the Apache Point Observatory Galactic Evolution Experiment 2 (APOGEE-2). tonalli implements
an asexual genetic algorithm to optimise the finding of the best comparison between a target spectrum and the continuum-
normalised synthetic spectra library from the Model Atmospheres with a Radiative and Convective Scheme (MARCS), which
is interpolated in each generation. Using simulated observed spectra and the APOGEE-2 solar spectrum of Vesta, we study the
performance, limitations, accuracy and precision of our tool. Finally, a Monte Carlo realisation was implemented to estimate the
uncertainties of each derived stellar parameter. The ad hoc continuum-normalised library is publicly available on Zenodo (DOI
10.5281/zenodo.12736546).
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1 INTRODUCTION

Multi-object, fibre spectrographs are game changers in our under-
standing of stellar populations. Their capabilities to acquire, simul-
taneously, hundreds of spectra in optical and/or near-infrared wave-
lengths within ample fields of view, engage the characterisation of
practically all stellar ecosystems and the classification of stars across
the whole Hertzsprung-Russell (H-R) diagram. Examples of these
multi-object fibre spectroscopic telescopes in the optical are LAM-
OST (Large sky Area Multi-Object fibre Spectroscopic Telescope,
5◦ field of view, Cui et al. 2012), GALAH (the Galactic Archaeol-
ogy with HERMES, High Efficiency and Resolution Multi-Element
Spectrograph, 2◦ field of view, De Silva et al. 2015), and in the near
infrared (near-IR) the Sloan Digital Sky Survey (SDSS) APOGEE-2
(Apache Point Observatory Galactic Evolution Experiment-2, with
0.95 − 1.5◦ field of view, Majewski et al. 2017; Abdurro’uf et al.
2022). Nowadays, the evolution from discrete to synoptic sky cov-
erage (e.g. the SDSS Milky Way Mapper survey, Kollmeier et al.
2017), will probably redefine many aspects of our current knowledge
of stellar astrophysics.

Large scale spectroscopic surveys will be successful as long as
we are able to extract reliable stellar properties from the spectro-
scopic data. Such task is far from being simple. Various atmosphere
models (e.g. Gustafsson et al. 2008; Castelli & Kurucz 2003) have
proven to be adequate for successful classification of main sequence
and giant stars with spectral types F, G, K and early M (Li et al.
2022; Jönsson et al. 2020). For earlier spectral type (A, B, O) or late
type (M,L,T) sources, there are larger discrepancies among avail-
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able models (Birky et al. 2020; Straumit et al. 2022). Moreover, the
characteristics of stars not located in the main or giant sequences are
more difficult to generalise in models.

One particular example, which significantly motivates this work, is
the classification of pre-main sequence stars, which poses a challenge
for various reasons. Pre-main sequence stars evolve very rapidly (in
a few million years) and their spectra are affected by a diversity
of processes associated with circumstellar material, magnetic fields
and accretion, and those processes are difficult to incorporate in the
methods by which we compare models and data.

The algorithm and pipeline we describe in this paper can be cur-
rently applied to spectra of the APOGEE-2 program, which was
a large scale spectroscopic survey that used two identical multi-
object, high-resolution (R ∼ 22,500) fibre spectrographs. These fi-
bres collect the light while plugged at a plate in the focal plane, from
which they are bundled and transmit the signal to the bench spec-
trographs, where it is collected on three near-IR detectors, which
separate each of the spectra into three windows: blue 15145–15810
Å, green 15860–16430 Å, and red 16480–16950 Å (Wilson et al.
2010, 2012). The first one of those instruments was coupled to the
SDSS 2.5m Telescope at Apache Point Observatory in New Mexico
to cover fields in the Northern Hemisphere sky, while the second one
extended the program to the Southern hemisphere using the Du Pont
2.5m telescope of the Carnegie Institution at Las Campanas Obser-
vatory (LCO). Both instruments are capable of obtaining spectra for
up to 300 objects simultaneously, on a circular field with a radius of
1.5◦at the North telescope, and 0.95◦at the austral counterpart.

The APOGEE-2 all-sky survey was designed to provide valuable
constrains for the study of the chemical history and evolution of the
Milky Way obtaining over 2.6×106 spectra of over 6.5×105 stars,
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most of them red giants in all components of the Milky Way Galaxy
and the Magellanic Clouds (Zasowski et al. 2017; Beaton et al. 2021).
Currently, the APOGEE-2 spectrographs continue to provide H-band
spectra for the synoptic, all-sky Milky Way Program with a goal to
increase the survey by one order of magnitude, with a pan-optic scope
that aims to explore all Galactic ecosystems across the H-R diagram
(Kollmeier et al. 2017).

The main SDSS APOGEE-2 pipeline, ASPCAP (APOGEE Stellar
Parameter and Chemical Abundances Pipeline, García Pérez et al.
2016) was optimised for classifying spectra of their main target sam-
ple, composed of red giant stars, and thus is clearly not suitable for
pre-main sequence stars classification. Despite this difficulty, young
stars were observed as ancillary project sources during Phases III
and IV of the SDSS, and efforts were made to provide reliable
parameters. The IN-SYNC (INfrared Spectra of Young Nebulous
Clusters) project and associated pipeline (Cottaar et al. 2014) used a
forward-modelling methodology to determine the best fit model for
an observed spectra against a grid of synthetic data and provide a
set of spectral parameters. They set the terrain for such work in sev-
eral studies (e.g. Da Rio et al. 2016; Yao et al. 2018; Kounkel et al.
2019) that provided determinations of atmospheric parameters (ef-
fective temperature, surface gravity, radial and rotational velocities,
continuum veiling) for hundreds of sources in the Orion, Monoceros
and Perseus star forming regions. More recently, the works of Olney
et al. (2020) and Sprague et al. (2022) presented a new, data driven
approach that made use of a convolutional neural network, named
APOGEE Net, to estimate stellar parameters for APOGEE-2 spectra
using a collection of spectral labels based on previous determina-
tions of parameters using both direct fitting and other data driven
approaches. As described by Sprague et al., APOGEE Net is com-
putationally more efficient, and offer results comparable to those of
direct fitting, but in the specific case of the surface gravities, the use
of photometric labels based on evolutive models allowed them to
apply a renormalisation that improved the agreement with isochrone
loci for pre-main sequence stars in the 𝑇eff-log(g) space, and sig-
nificantly reduced systematic effects. The APOGEE Net catalogues
were used to successfully select reliable temperatures and gravities
for a relatively large sample (∼3500 young stars in 16 star form-
ing regions; Román-Zúñiga et al. 2023). Still, other parameters like
average metallicity and derived properties like ages showed some
undesired systematic trends that suggested that if we want to work
on aspects like the precise determination of atomic abundances or
reduce the dispersion in properties like ages and masses, the direct
comparison of observed and synthetic spectra is still needed.

In this paper we describe the code tonalli, written in python,
that attempts simultaneous fitting of various parameters on SDSS
near-infrared spectra from the APOGEE-2 survey, against a model
grid. In general terms, this is an approach with a global philoso-
phy similar to that of IN-SYNC in the sense that both adopt the
𝜒2 minimisation to determine the best-fitting model. However, the
methodologies of IN-SYNC and tonalli differ in the application of
distinct optimisation algorithms. IN-SYNC used a differential evolu-
tion algorithm to find a global minimum in the parameter space, and
then applied a Markov-Chain Monte Carlo routine to determine the
convergence to the optimal fit. Our methodology is, instead, based
on an unsupervised application of the Asexual Genetic Algorithm
(thereafter AGA) of Cantó et al. (2009), whose implementation is
described in this paper. The AGA is able to converge mathematically
to the closest group of models that fit the observed spectra and also
allows to estimate realistic uncertainties with minimal biasing. Our
method has the ultimate goal to deal with pre-main sequence stars

but, it actually can provide simultaneous parameter fitting for all
types of unevolved stars within the limitations of the models.

The content of the paper is as follows. We present and describe
thoroughly the algorithm and pipeline of tonalli in Section 2, and
discuss its performance and limitations in Section 3. The accuracy
and precision of the method, showing that it is able to provide reliable
parameter fitting plus uncertainties within 3000-6500 K and 3.0 ≤
log(g) ≤ 6.0. We present in Section 4 the results of tonalli for the
APOGEE-2 solar spectrum reflected by the asteroid Vesta. Finally
in Section 5 we present a final overview of our work.

2 TONALLI

Genetic Algorithms (Fraser 1957), in short, randomly select a sample
of individuals from a plausible pool. Individuals are then compared to
the target, measuring the goodness of fit of this comparison through a
previously selected fitness function. The best individuals or parents,
are defined as those individuals having the closest resemblance to
the target, and they are then selected to create the next generations
of individuals by combining their features (or value of their param-
eters). AGA differs in this specific step from the classical Genetic
Algorithms: the next generation of individuals is selected within the
vicinity of each of the best individuals. This vicinity diminishes in
size with each generation, and a final best-fitting individual is ob-
tained once a stopping criterion or criteria is achieved.
tonalli compares a given APOGEE-2 spectrum with monochro-

matic fluxes 𝐹𝜆,o and observed error 𝜎𝜆,o to a collection of syn-
thetic spectra. Each synthetic spectrum is also represented by their
monochromatic fluxes 𝐹𝜆,s, and have an associated set of stellar
parameters: overall metallicity ([M/H]), abundance of 𝛼-elements
([𝛼/M]), logarithmic surface gravity (log(g)), and effective temper-
ature (Teff). The spectrum can be altered with routines in tonalli
to simulate a projected rotational velocity (v sin i), limb darkening
(𝜖) of the stellar atmosphere model, and radial velocity (RV).

The code implements AGA to optimise a figure of merit (FOM).
In astronomy, the usual FOM is the reduced 𝜒2 (see for example
Andrae et al. 2010), closely related to the 𝜒2 goodness of fit statistic,
defined as:

𝜒2 =
∑︁
𝜆

(𝐹𝜆,o − 𝐹𝜆,s)2

(𝜎𝜆,o)2
. (1)

Equation (1) is the implemented fitness function in our framework.
We minimise the sum of 𝑁 squared differences between the observed
spectrum 𝐹𝜆,𝑜 and the synthetic spectrum 𝐹𝜆,𝑠 , taking into account
the quality of the spectrum in the model fitting by weighting the
differences with the observed errors𝜎𝜆,𝑜. The best-fitting model is, in
our scheme, the model with the minimum 𝜒2, that is, the model with
the smallest deviations from the observed spectrum in a given run.
Other fitness functions, such as the Root Mean Square Error (RMSE),
can be implemented. For example, we adopt the RMSE as the figure
of merit for some experiments to test the accuracy and precision of
the code, as detailed in Section 3.1. With the minimisation of the
FOM (eq. 1) we aim to find the synthetic spectrum most similar to
the observed APOGEE-2 spectrum and, therefore, determine the best
set of physical parameters associated to the observed star. Being an
heuristic algorithm, tonalli might not reach the optimal solution
in a given single trial, and as such, we devise a repeating procedure
to obtain statistical parameters to describe the stellar parameters.

The detailed implementation of AGA at tonalli, is described in
the next subsections.

RASTI 000, 1–33 (2024)
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2.1 Parameters controlling the algorithm

The user of tonalli is allowed to modify several input parame-
ters, three of which are used to control how quickly convergence is
reached, namely: the number of individuals in the zero-th generation
𝑁0, the number of asexual parents per generation 𝑁𝑝 , and the 𝑝

parameter, which controls the rate of decrease, per generation, of the
hyper-volume close to each asexual parent.

The number of individuals in the zero-th generation, 𝑁0, is the
sample of initial individuals with stellar parameters within the region
allowed by the selected synthetic spectra library. This sample of 𝑁0
individuals is randomly drawn, much like a Monte Carlo experiment.

We found that with sufficiently large 𝑁0 values (e.g. 𝑁0 ≳ 100),
tonalli is able to close in the solution at earlier generations, avoid-
ing the algorithm to approach and subsequently select sub-optimal
solutions, which is possible to occur in any heuristic algorithms such
as the genetic algorithms.

Once the fitness of each individual in the zero-th generation is
computed, we select the 𝑁𝑝 individuals with the best fitness of this
generation. The 𝑁𝑝 individuals become the parents of the next gen-
eration. Each subsequent generation will have 𝑁𝑝 × 𝑁𝑝 individuals:
tonalli will generate randomly, from the vicinity of each parent,
𝑁𝑝 − 1 offspring. The parents of the previous generation are also
included in the fitness computation. While the control parameters
𝑁0 and 𝑁𝑝 are independent from each other, the only requirement is
that 𝑁0 ≥ 𝑁𝑝 .

While the zero-th generation is randomly generated from the en-
tire range of parameters allowed by the synthetic library (or from
a limited user-defined range), the parameters of the individuals in
the subsequent generations are drawn from an increasingly smaller
vicinity, or hyper-cube, centred in each parent. The length of the
hyper-cube side corresponding to the parameter 𝑥𝑖 at generation 𝑛

is Δ𝑥𝑖,𝑛. If Δ𝑥𝑖,0 is the initial search range of the parameter 𝑥𝑖 , the
decreased length is given by:

Δ𝑥𝑖,𝑛 =
(
Δ𝑥𝑖,0

)
𝑝𝑛, (2)

with 𝑝 ∈ (0, 1). The parameter 𝑝 is called a convergence factor
(Cantó et al. 2009): larger 𝑝 values result in a slow convergence of
tonalli, but they guarantee a better fit to the observed spectrum
compared to the results obtained with smaller 𝑝 values.

For instance, a selection of 𝑝 = 0.4 implies that the sides of
the search hyper-volume fall to ∼ 10% of their original lengths at
merely the second generation, whereas the same occurs at the sixth
generation for 𝑝 = 0.7. The latter allows an assortment of physical
parameters in the offspring, while the former restricts the offspring
to be akin to the parents.

2.2 Parameters controlling the synthetic spectrum interpolation

Once the physical parameters of the offspring are known, their as-
sociated synthetic spectrum can be interpolated from a set of syn-
thetic spectra with parameters close to those of the offspring. Each
synthetic spectrum is characterised by four parameters, namely,
[M/H], [𝛼/M], log(g) and 𝑇eff , hence we need to deal with a
fourth-dimensional interpolation. We adopt the interpolation rou-
tine griddata from the library scipy (Virtanen et al. 2020), which
constructs 𝑁-D dimensional simplexes on which it performs a linear
interpolation, being 𝐷 = 4 the dimension of the synthetic grid. Rather
than being preset within the code, the value of 𝑁interpol (the number
of synthetic spectra involved in the interpolation) is selected by the
user by taking into account the number of grid points available in the
synthetic library for each parameter and how coarse or fine the inter-

polation needs to be: 𝑁interpol = 𝑁[M/H] ×𝑁[𝛼/M] ×𝑁log(g) ×𝑁𝑇 ,
where 𝑁[M/H] , 𝑁[𝛼/M] , 𝑁log(g) , and 𝑁𝑇 are the number of the near-
est grid points to the offspring parameters in [M/H], [𝛼/M], log(g)
and Teff , respectively. This input parameter can noticeably impact in
the precision of the results obtained by tonalli, and it is library
dependent. For the synthetic library adopted in this paper (MARCS,
Gustafsson et al. 2008; Jönsson et al. 2020), the minimum possible
value of 𝑁interpol is 𝑁interpol = 2 × 2 × 2 × 2 = 16. We adopt
this value in the first step of tonalli; in the last and subsequent
refinement, this value is changed to 𝑁interpol = 2 × 2 × 4 × 4 = 64
to obtain the final, best-fitting solution, allowing a finer interpolation
in the log(g) − Teff space. The final value of 𝑁interpol has a no-
ticeable impact in both the computation time and, less strongly, the
resulting log(g) − Teff values. The obtained stellar parameters com-
pares better with the expected values when we increase the number
of synthetic spectra to perform the interpolation; nevertheless, the
discrepancy between coarse and finer results should disappear when
the numerical experiment is repeated enough times.

2.3 The algorithm

We now explain the core of tonalli: the code aims to obtain the
stellar parameters of an observed APOGEE-2 spectrum by finding the
best-fitting interpolated counterpart from an spectral library. We also
include the pseudo-codes of the AGA implementation in tonalli
in the Appendix A.

2.3.1 Synthetic stellar spectra libraries

The best-fitting synthetic spectrum is interpolated from a library of
synthetic spectra selected by the user. To achieve the above, the
user can select one library from the five available, namely: BT-
NextGen (Allard et al. 2011, 2012), BOSZ (Bohlin et al. 2017),
MARCS (Jönsson et al. 2020), PHOENIX (Husser et al. 2013), and
SpecModels (Coelho et al. 2005). Thus, the best-fitting model and
its associated parameters depend strongly on the selected synthetic
library. For the purpose of this work, we adopt MARCS to present the
implementation of tonalli. The discussion of the dependence of
the stellar parameters obtained by tonalli from different libraries
is deferred to a subsequent work.

The synthetic spectra have been normalised in advance. Each spec-
trum in a synthetic library is convolved with a Gaussian profile to
match the APOGEE-2 resolution (𝑅 ∼ 22, 500) and then normalised
following the same iterative procedure we devise to normalise the
observed spectra (see Section 2.3.2, below). Figure 1 shows the re-
sulting blue chip continuum normalised spectra for a representative
set of atmospheric parameters.

2.3.2 Preparing the observed spectrum

The observed APOGEE-2 spectrum is cleaned and then continuum-
normalised, if it is not already. For this procedure, we start by re-
moving the telluric emission lines and those pixels with bad bits
as specified by APOGEE-2_PIXMASK bit mask flags (see Holtzman
et al. 2015) from the spectrum. Then, we reject the pixels with a
signal-to-noise ratio 1 smaller than a user-input value; we set this
minimum SNR to 50. In addition, we reject pixels with measured
errors 𝜎o (𝜆) < 0. We then smooth the spectrum by convolving it

1 SNR𝜆 = 𝐹𝜆,o/𝜎𝜆,o, where 𝐹𝜆,o is the measured monochromatic flux in
the pixel and 𝜎𝜆,o its measured error
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Figure 1. Continuum normalised MARCS spectra (top panel: black line: continuum normalised flux) and residuals (bottom panel, gray line: residuals) for the
APOGEE-2 blue chip wavelength region. The physical parameters of the star are listed above the spectrum: metallicity/𝛼-elements abundance/log(g) (dex)
/effective temperature (in K). The telluric absorption lines (grey vertical regions) and the wavelength regions at the end of each chip (pale green vertical regions)
are shown; these regions are excluded from the fitness computation (Section 2.3.2). Solid orange horizontal lines represents the lines 𝑦 = 1 + 𝑐 (top panel) and
𝑦 = 0 + 𝑐 (bottom panel).

with a box filter kernel 15 wavelength units wide, using the routines
provided by astropy.convolution (Astropy Collaboration et al.
2013, 2018).

The resultant, cleaned and smoothed spectrum can be normalised
as follows: the normalisation is applied in an iterative way and per-
formed separately for each of the three APOGEE-2 detectors. First,
we find a best-fitting polynomial for each chip of the observed spec-
trum by means of the Bayesian Information Criterion (BIC, Schwarz
1978). We fit each chip spectrum with a collection of polynomials
𝑃𝑛 (𝜆), with degrees ranging from 𝑝 = 1 to 𝑝 = 16 (using the
polyfit function from numpy, Harris et al. 2020). With each fitting

polynomial, we construct 16 continuum normalised spectra 𝑆𝑛 (𝜆).
As our target function is the function 𝑆(𝜆) = 1, we compute the resid-
ual sum of squares (RSS) for each 𝑆𝑛 (𝜆). Intuitively, we expect that
the model with the smallest value of RSS, but we also want to apply
the parsimony principle. Enter the BIC, which is one of the criteria
in model selection to minimise the RSS and to take into account the
parsimony principle, as it penalises the increase in the number of
free parameters (in our case, the degree of the fitting polynomials):

BIC(𝑝) = 𝑁𝑐𝑙 log(RSS/𝑁𝑐𝑙) + (𝑝 + 1) log(𝑁𝑐𝑙)

where 𝑁𝑐𝑙 is the number of wavelengths in the spectrum 𝑆𝑛 (𝜆), and
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𝑝 + 1 is the number of free parameters of the polynomial fit. The
best-fitting polynomial is then the one having the smallest value of
the Bayesian Information Criterion.

Secondly, the observed spectrum is normalised by dividing each
pixel flux with the value of the polynomial function (obtained above
with the BIC) at the given pixel. Third, the normalised spectrum
is then subjected to an asymmetric 𝜎-clipping procedure in order
to remove noisy pixels (absorption lines or other outliers) from the
real continuum of the spectrum: we remove these pixels from the
observed spectrum. The 𝜎-clipping calculates the standard deviation
𝜎[𝑆(𝜆)] and the median Med[𝑆(𝜆)] of the continuum normalised
spectrum, and then removes all the pixels with fluxes outside the
range [Med[𝑆(𝜆)] − 𝛿𝑙 ×𝜎[𝑆(𝜆)],Med[𝑆(𝜆)] + 𝛿𝑢 ×𝜎[𝑆(𝜆)]], that
is, normalised fluxes below 𝛿𝑙 and above 𝛿𝑢 times the standard devi-
ation from the median of the flux distribution. We adopt the function
sigma_clip from Astropy (Astropy Collaboration et al. 2018).
The described procedure is repeated until the 𝜎-clipped spectrum is
equal to the 𝜎-clipped spectrum of the previous iteration. Once the
latter condition is reached, we divide (pixel by pixel) the original
observed spectrum by the best-fitting polynomial constructed with
the 𝜎-clipped spectrum, obtaining the normalised observed spec-
trum. The pseudo-codes detailing the iterative 𝜎-clipping are shown
in Appendix A (algorithms 1 and 2). In addition, we show the con-
tinuum normalisation iterative process and the resulting continuum
normalised spectra for some iterations in Figures A1 and A2, respec-
tively.

The continuum normalisation procedure has some potential pit-
falls owing to the presence of the Brackett series lines close to
the extremes of the chips. To minimise their influence, we restrict
the wavelength region where the FOM is computed: blue chip:
15200 ≤ 𝜆 ≤ 15700 Å; green chip: 15950 ≤ 𝜆 ≤ 16300 Å; red
chip: 16600 ≤ 𝜆 ≤ 16850 Å. We blindly apply this rule for any input
spectrum, unless there is strong evidence that the spectrum corre-
sponds to an early type star (Section 2.3.3); if this is true, we then
either further restrict the FOM computing region to the blue chip
solely or decide to stop the code at this point. After this step, the
code can proceed to AGA to obtain the best-fitting spectrum and its
associated atmospheric parameters from the cleaned and normalised
observed spectrum.

2.3.3 Spectrum classification: identifying high temperature stars

We implement a supervised machine-learning spectrum classifier, the
k-neighbours classifier KNeighborsClassifier from the machine
learning library scikit-learn (Pedregosa et al. 2011), using the
equivalent widths of three prominent absorption features in the H
band as labels. From the absorption features identified by Covey et al.
(2010) and Newton et al. (2015), we select Mg i (at 𝜆1.57𝜇m), Al i
(Al-a at 𝜆1.67𝜇m), and the CO(6,3) band-head at 1.62𝜇m (which
is strong for giant M stars, Origlia et al. 1993). The aim of this
machine-learning spectrum classifier is to identify high temperature
stars (Teff ≳ 6000 K), or stars with emission lines in their APOGEE-
2 spectrum. If the classifier detects a possible high temperature star,
the user can flag tonalli to restrict the comparison of the observed
spectrum to synthetic stars with Teff ≥ 4000 K, and to compute the
FOM masking the green and red APOGEE-2 chips, as we find the
continuum normalisation of the APOGEE-2 chips does break down
at the window extremes for some combinations of Teff − log(g).

On the other hand, if the classifier detects a possible emission-line
star, tonalli terminates, allowing the user to inspect the spectrum
to verify the classification. For the remaining star classification, the
code continues computing the FOM using the 3 chips.

We construct an input set for the spectrum classifier by selecting
stars with APOGEE-2 spectra from the Pleiades, a relatively young
open cluster, and the W3/4/5 complexes, a massive star forming re-
gion; the classifier was developed with young stars in mind. The
Pleiades set comprises 82 stars with known spectral type and 6 stars
with recent determination of their temperature; those stars with spec-
tral type F0 or later are assigned to the label 0 (74 stars), whereas
the earlier spectral type stars comprise the label 1 stars of our input
set (14 stars). For the stars in the W3/4/5 regions, we inspected the
H-band spectra of three APOGEE-2 plates. Those stars with conspic-
uous early type features were selected, resulting in 227 label 1 stars
and 12 label 2 stars. We assign the stars with line emission in the
H-band APOGEE-2 spectra the label 2 in our scheme. A subsequent
literature revision show that of these 239 W3/4/5 stars, 216 stars
have spectral type A4 or earlier; the rest of the stars (23) are yet to
be classified (Roman-Lopes et al. 2019). We compute the equivalent
widths of the Mg i, Al i, and CO features of the input set as described
next.

The equivalent width 𝑊𝜆 of each absorption feature is obtained
following Hillenbrand (1995) and Hernández et al. (2004); the con-
tinuum at the centre of the spectral feature is constructed by the
interpolation of the fluxes of the two nearest bands to feature (the
blue and the red continuum bands):

𝐹c,f = 𝐹𝑏 +
𝜆f − 𝜆b
𝜆r − 𝜆b

(𝐹r − 𝐹b), (3)

where the subscripts b and r refers to the blue and red bands, respec-
tively. The equivalent width of the feature is then:

𝑊f =

(
1 −

𝐹𝜆,f
𝐹c,f

)
Δ𝜆f, (4)

where 𝐹𝜆,f and Δ𝜆f are the flux and the width of the feature band,
respectively. Table 1 lists the wavelengths of the feature and adjacent
bands. The observed equivalent widths of the input set, together
with their internal class and spectral types (if available), are listed in
Table 2.

Figure 2 shows the 2D and 3D correlations between the Mg i, Al-a,
and CO equivalent widths of the input set. It is evident that most of
the late type stars have positive equivalent widths. However, there is
no clear division between the three classes in the 2D plots. In con-
trast, the 3D correlation plot (bottom-right panel of Figure 2) shows a
somewhat clean separation between the classes. For the k-neighbours
classifier, KNeighborsClassifier, our pre-classified 327 stars rep-
resent the input set, which is split into a test set (20% of the input
stars) and a train set (80% of the input stars). We then construct
the k-neighbours classifier with the inverse of the Euclidean distance
between the observed and the 𝑘-neighbours coordinates (the triad
of equivalent widths) as a weighting (setting the option weigthts
to ’distance’ in the KNeighborsClassifier). With this model, the
classifier can predict whether an input spectrum corresponds to ei-
ther a low-temperature star or a high-temperature/emission line star,
and therefore tonalli can constrain the search range of temperature
of the synthetic spectra accordingly. For label 0 (low-temperature)
stars, we constrain the search to spectra with Teff ≤ 7000 K, whereas
for label 1 (possible high temperature) stars, the search is limited to
Teff ≥ 4000 K

Clearly, for genuine early type temperature candidates, the deter-
mination of spectral parameters using the 4000 − 8000 K MARCS
library provides acceptable results for super-solar type stars (A6V
and later). At this point, tonalli is not able to provide parameters
for exemplars with types earlier than A5 using the limited Teff range
of MARCS. As shown by Roman-Lopes et al. (2018) and Ramírez-
Preciado et al. (2020), the correct classification of O, B and possibly
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Figure 2. Observed equivalent widths 𝑊(Mg i,), 𝑊(Al i,), and 𝑊(CO) of the stars comprising the machine-learning classifier training set implemented in
tonalli; blue squares: label 0 (late type) stars; green triangles: label 1 (early type) stars; pale yellow circles: label 3 (emission line) stars. Top-left panel:
correlation between the Al-a and Mg i equivalent widths. Top-right panel: correlation between the Al-a and CO equivalent widths. Bottom-left panel: correlation
between the CO and Mg I equivalent widths. Bottom-right panel: 3D plot of the correlation between the CO, Al-a, and Mg i equivalent widths.

A type stars using the APOGEE-2 spectral range is constrained to a
few spectral features, as synthetic model libraries are not sufficiently
well calibrated in the near-IR. The works of Straumit et al. (2022)
and Sprague et al. (2022) are examples of recent efforts to provide
acceptable spectral labels for APOGEE-2 spectra of early type stars
using machine learning techniques.
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Table 1. Spectral Features for the Machine Learning Classifier

Feature Feature Window Blue Window Red Window
𝜆0 𝜆 𝑓 𝜆0 𝜆 𝑓 𝜆0 𝜆 𝑓

Mg i (1.57𝜇m)a 1.5737 1.5790 1.5640 1.5680 1.5790 1.5815
Al-a (1.67𝜇m)b 1.6714 1.6741 1.6580 1.6630 1.6780 1.6815
CO (1.61𝜇m) 1.6245 1.6265 1.6120 1.6150 1.6265 1.6295

a Window wavelengths from Newton et al. (2015).
b Window wavelengths from https://github.com/ernewton/nirew.

Table 2. Training Set for the Machine Learning Classifier

IDa 2MASS R.A.b Dec.b Region H Main Typec Sp. Typed Sp. Typee 𝑊(Mg i) 𝑊(Al-a) 𝑊(CO) Label
(deg) (deg) (mag) (𝜇m) (𝜇m) (𝜇m)

LS I +60 226 2MASS J02175321+6111129 34.4717 61.1869 W34 8.245 Star O8.5-O9IV-V O8.5-O9IV-V (18) -0.1135 -0.6577 -0.0139 1
TYC 4046-1396-1 2MASS J02175521+6055410 34.4801 60.9281 W34 9.638 Star B9V -0.1111 -1.5665 -0.2410 1
GSC 04046-00261 2MASS J02175787+6046104 34.4911 60.7696 W34 9.979 Star A0V -0.1715 -2.0416 -0.3586 1
HD 14061 2MASS J02185723+6108453 34.7385 61.1459 W34 8.581 Star B9V B9V (13) 0.3878 -1.6646 -0.2704 1
TYC 4046-1130-1 2MASS J02191646+6103295 34.8186 61.0582 W34 10.063 D/M Star -0.0857 -2.1342 -0.1963 1
TYC 4046-232-1 2MASS J02193602+6131517 34.9001 61.5310 W34 9.859 Star B5 -0.0208 -1.4875 -0.1936 1
TYC 4046-835-1 2MASS J02194353+6041543 34.9314 60.6984 W34 10.395 Star B3 -0.3792 -1.0018 -0.2825 1
BD+59 465 2MASS J02194779+6039137 34.9491 60.6538 W34 8.905 EL Star B0 OB-e (4) -1.7359 1.8785 -0.0548 2
BD+60 464 2MASS J02195769+6129139 34.9904 61.4872 W34 9.505 Star A0V A0V (13) -0.1101 -1.7376 -0.3334 1
TYC 4046-1453-1 2MASS J02200031+6030271 35.0013 60.5075 W34 8.992 Star B9V -0.2149 -0.6554 -0.1885 2

a Table 2 is published in its entirety in the machine-readable format. A portion is shown here for guidance regarding its form and content.
b Right Ascension and Declination coordinates are J2000.0.
c Main Type and Spectral Type from SIMBAD Astronomical Database (Wenger et al. 2000)
d Spectral Type references in parenthesis. (1): Breger (1984) (2):Cannon & Pickering (1993) (3): Fehrenbach (1966), (4):Hardorp et al. (1959), (5):Haro (1964), (6):He et al. (2019), (7):Ishida (1970),
(8):Kiminki et al. (2015), (9):Koenig & Allen (2011), (10):Kounkel et al. (2019), (11):Carrera et al. (2019), (12):Maíz Apellániz et al. (2019), (13):McCuskey (1974), (14):Mendoza V. (1956), (15):Nesterov
et al. (1995), (16):Prosser et al. (1991), (17):Raddi et al. (2013), (18):Roman-Lopes et al. (2019), (19):Voroshilov et al. (1985).
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2.3.4 Construction of the zero-th generation

The zero-th generation consists of 𝑁0 individuals, with attributes
(the parameters 𝑥1 = [M/H], 𝑥2 = [𝛼/M], 𝑥3 = log(g), 𝑥4 = Teff ,
𝑥5 = v sin(i), 𝑥6 = 𝜖 and 𝑥7 = RV) randomly and independently
generated from a uniform distribution with limits either given by the
selected synthetic library or by the user. Thus each individual 𝑗 is
characterised by the parameters 𝑥 ( 𝑗 ,𝑖) , with 𝑖 = 1 to 7.

The synthetic spectrum of the individual is interpolated from the
nearest 𝑁interpol spectra with star parameters close to the parameters
𝑥 ( 𝑗 ,1) , . . . , 𝑥 ( 𝑗 ,4) of that individual, as explained in Section 2.2
above.

The interpolated synthetic spectrum of the 𝑗−th individual, 𝑆 𝑗 (𝜆),
is then convolved to consider rotational velocity broadening, as set
by the 𝑥 ( 𝑗 ,5) attribute, using the routine fastRotBroad from the
PyAstronomy collection (Czesla et al. 2019).

Next, the synthetic spectrum is Doppler shifted using the routine
dopplerShift from PyAstronomy, with the Doppler shift attribute
𝑥 ( 𝑗 ,7) . Once the synthetic spectrum of the individual 𝑗 is rotation-
ally broadened and Doppler shifted, the fitness of the individual is
measured using the FOM (eq. 1), which gives the value of 𝜒2

𝑗
of the

spectrum.
We set the limb-darkening parameter to a constant value, 𝜖 = 0.4.

While the limb-darkening depends on both the observation window
and the star effective temperature (Magic et al. 2015), the adopted
value of 0.4 is appropriate for the infrared APOGEE-2 spectra of
M dwarfs (Gilhool et al. 2017). During extensive tests performed to
probe the accuracy and precision of tonalli, we chose to keep the
parameter fixed. However, we allow the parameter 𝜖 to be modified
along with the input parameters to run the code.

The parameters 𝑥 ( 𝑗 ,𝑖) , the spectrum 𝑆 𝑗 (𝜆) and the aptitudes 𝜒2
𝑗

of all the 𝑁0 individuals are collected in a matrix 𝑉0 of dimension
𝑁0 × 8. The matrix 𝑉0 is then sorted by ascending 𝜒2. From this
matrix, the best 𝑁𝑝 individuals, those with the smallest 𝜒2 values,
are then selected to become the parents of the next generation. The
parameters, spectra and aptitudes of this parent set are stored in the
matrix 𝑉(0,best) (with dimension 𝑁𝑝 × 8).

2.3.5 Subsequent generations

The matrix𝑉(𝑘−1,best) contains the information of the fittest individ-
uals of the previous generation, which are the parents of the current
generation 𝑘 . The volume of the search hyper-cube, which is cen-
tred in each 𝑗 parent, decreases with each generation, and their sides
Δ𝑥 (𝑖,𝑘 ) are reduced following equation (2). Notice that the values
Δ𝑥 (𝑖,𝑘 ) are the same for all the 𝑁𝑝 parents.

Once the lengths Δ𝑥 (𝑖,𝑘 ) are known, the asexual reproduction of
the 𝑁𝑝 parents can proceed (see Algorithm 4 in Appendix A). The
parameters of the 𝑗-parent are denoted by 𝑥 ( 𝑗 ,𝑖,best) . The offspring of
the 𝑗-parent is also randomly and independently generated from a uni-
form distribution within the limits 𝑥 ( 𝑗 ,𝑖,min) = 𝑥 ( 𝑗 ,𝑖,best) −Δ𝑥 (𝑖,𝑘 )/2
and 𝑥 ( 𝑗 ,𝑖,max) = 𝑥 ( 𝑗 ,𝑖,best) − Δ𝑥 (𝑖,𝑘 )/2. Each one of the 𝑁𝑝 − 1 off-
spring is characterised by the parameters 𝑥 ( 𝑗 ,𝑖) . The interpolation of
the spectra of the offspring, the rotational broadening, the Doppler
shifting, and the fitness computation proceed as described above for
the individuals of the zero-th generation.

The stellar parameters, the spectra and their fitness, of all the
𝑁𝑝 × 𝑁𝑝 individuals in generation 𝑘 , are collected in the matrix 𝑉𝑘 ,
of dimensions (𝑁𝑝 × 𝑁𝑝) × 8. The parents are also included in this
matrix: they are competing against their progeny to be the parents of
the next generation. Again, the matrix 𝑉𝑘 is sorted with increasing

𝜒2. The 𝑁𝑝 individuals with the smallest 𝜒2 values are then collected
in the matrix 𝑉(𝑘,best) (with dimension 𝑁𝑝 × 8).

2.3.6 The best-fitting model

The code tonalli finishes when the length of the temperature side
of the hyper-volume (Δ𝑇)𝑘 = (Δ𝑇)0𝑝𝑘 at generation 𝑘 is less than a
critical value (Δ𝑇)𝑐 , that is, (Δ𝑇)𝑘 ≤ 1 K.

For a given stellar spectrum, the convergence criteria (such as
the difference between the FOM of the fittest and of the worst indi-
viduals in a given generation being smaller than a preset value, or
the difference between the values of the FOM of the fittest individ-
ual of the current generation and of the previous generation being
smaller than another preset value) may not be fulfilled before (Δ𝑇)𝑘
reaches 1 K. The preset convergence values can be relaxed, or, since
the convergence factor 𝑝 controls the rate of the temperature de-
crease per generation, the criterion could be fulfilled by increasing
the convergence factor before the length (Δ𝑇)𝑘 reaches 1K, which
in turn rises the number of computed generations. Thus the value of
the optimal convergence factor 𝑝 would need to be determined on
a case by case basis; for this work, we adopt the minimum length
in temperature as a fixed convergence criteria. However, the matrix
𝑉(𝑘=last,best) typically contains offspring with the same or very close
stellar parameters values and spectra.

At any rate, the best-fitting model we select is the model with the
smallest 𝜒2 value from the last generation, which is also the model
with the smallest 𝜒2 of all generations.

2.3.7 Selection of the input parameters

Both the accuracy and the precision of the results obtained by
tonalli depend on the input parameters 𝑁𝑝 (the number of asex-
ual parents per generation), 𝑝 (the convergence factor that modulates
search hyper-volume decrease rate), 𝑁interpol (the number of the near-
est spectra needed in the interpolation routine), and on the selected
comparison library (in the present work, the library MARCS).

To obtain the appropriate combination of input parameters 𝑁0, 𝑁𝑝 ,
𝑝, and 𝑁interpol, we explored the input parameter space and found that
the number of spectra employed in the interpolation had the largest
impact on the quality of the resultant best-fitting model. Increasing
the fine 𝑁interpol implies that synthetic spectra characterised by phys-
ical parameters distant to the parameters of the generated individual
will have an input in the interpolated spectra, effectively worsening
its fitness. We defer to Appendix B for the analysis of the influence the
input parameters 𝑁0, 𝑁𝑝 , and 𝑝 have in the recovery of the solar at-
mospheric parameters. From the experiments carried out and detailed
in Appendix B, we suggest the following values for the input parame-
ters for the MARCS synthetic spectra library as the minimum values
to still obtain accurate results: 𝑁0 = 240, 𝑁𝑝 = 10, 𝑝 = 0.4. For the
coarse interpolation: 𝑁[M/H] = 𝑁[𝛼/M] = 𝑁log(g) = 𝑁𝑇 = 2, while
for the fine interpolation: 𝑁[M/H] = 𝑁[𝛼/M] = 2, 𝑁log(g) = 𝑁𝑇 = 3
or 4.

For the selection of 𝑁[M/H] = 𝑁[𝛼/M] = 2, 𝑁log(g) = 𝑁𝑇 = 3,
we find the input parameters 𝑁0 = 240, 𝑁𝑝 = 10, and 𝑝 = 0.4 to pro-
vide quick and accurate results, albeit at the expense of the precision.
The experiments with the solar spectrum, detailed in Appendix B,
show the combination 𝑁𝑝-𝑝 rules both the quality of the results and
the computing time, as they regulate the total number of offspring
individuals, 𝑁off computed through a tonalli run. A number of
𝑁off ≳ 104 in a single run can decrease the bias (the difference
between the expected and the optimised stellar parameter, see Sec-
tion 3), but the computational cost increases above ∼ 8 minutes per
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optimisation (with 25 allocated CPUs of the multicore AMD Ryzen
399X 64-Core Processor), following the trend 𝑡 ∼

√︁
N0 + Noff (see

Figure B4). As we detail Sections 3.1 and 4.2, we should carry out a
Monte Carlo scheme to obtain credible intervals for the stellar param-
eters. The Monte Carlo simulation is fundamentally a repetition of
AGA with the fine interpolation. At worst, the total time would scale
as 𝑡total ∼ 𝑁rep ×

√
𝑁0 + 𝑁off (where 𝑁rep represents the number of

repetitions), hence our adopted parameters.

2.3.8 Working flow of tonalli

Figure 3 shows the flowchart of the code tonalli explained in
length above. In summary, the optimisation code tonalli follows
this scheme: the observed input spectrum is prepared by removing
telluric lines, bad and low S/N pixels, then it is continuum-normalised
by an iterative sigma-clipping procedure (Section 2.3.2). Before the
continuum normalisation, the optional supervised machine-learning
classification of the spectrum (low or high temperature, emission line
star) is available (Section 2.3.3).

After the continuum normalisation procedure, the initial search
hyper-volume is set to be 𝑉0 = Δ[M/H] × Δ[𝛼/M] × Δlog(g) ×
ΔTeff × Δv sin(i) × Δ𝜖 × ΔRV, and 𝑁0 individuals are randomly
spawned from within this volume.

For each of these random individuals, the synthetic spectrum is
interpolated from 𝑁interpol = 𝑁[M/H] × 𝑁[𝛼/M] × 𝑁log(g) × 𝑁𝑇

spectra with parameters close to those of the spawned individual. The
interpolated spectrum is then compared to the observed spectrum; the
aptitude or fitness of each individual is computed by the preset FOM
(eq. 1). The above 𝑁0 individuals constitute the zero-th generation
(Section 2.3.4). We sort the 𝑁0 based on their aptitude and select
the 𝑁𝑝 individuals having the smallest 𝜒2 values to be the asexual
parents of the next generation. The search hyper-volume diminishes
as 𝑉𝑘 = 𝑉0 × 𝑝6𝑘 (cf. eq. 2), where 𝑘 is the generation counter and 𝑝

the convergency factor; (𝑁𝑝 − 1) × 10 offspring are spawned within
the volume𝑉𝑘 centred in each of the 𝑁𝑝 parents. This constitutes the
so-called asexual reproduction (Section 2.3.5).

The resemblance of the progeny with the asexual parent increases
as the search hyper-volume reduces. The iterative procedure repeats
the asexual reproduction (within an ever shrinking search hyper-
volume) of the best 𝑁𝑝 individuals in the previous 𝑘 − 1 iteration.
In absence of spectra model degeneration, the 10 × 𝑁𝑝 individuals
in the last iteration will have equal or close parameters. The code
tonalli stops when the temperature length of the search hyper-
volume is ≲ 1 K (see Section 2.3.6). The best-fitting model will have
the smallest 𝜒2 of all the generations, and we label this best-fitting
model as the coarse best-fitting model.

We then repeat the steps described in Sections 2.3.4, 2.3.5 and 2.3.6
in the search for the fine best-fitting model spectrum: the zero-th gen-
eration search volume is now centred in the coarse best-fitting model
parameters. The sides have lengths: Δ[M/H] = 1 dex, Δ[𝛼/M] =
1 dex, Δlog(g) = 1.5 dex, ΔTeff = 2000 K, Δv sin(i) = 5 km s−1

and ΔRV = 5 km s−1 if v sin(i) < 10 km s−1, RV < 10 km s−1;
Δv sin(i) = 10 km s−1 and ΔRV = 10 km s−1 otherwise. The con-
vergency factor 𝑝 is increased by 0.15, and the number of the zero-th
generation individuals is fixed to be either 10% of the search grid
or 100, whichever is bigger. However, the number of parents in the
subsequent generations is decreased by 2 (with respect to the 𝑁𝑝

value in the coarse search). We name the best-fitting model of this
search as the fine best-fitting since we refine the computed offspring
spectra by increasing the number of synthetic spectra employed in
the interpolation. After reaching the temperature length limit, the fine
best-fitting model is found.

The code minimises the differences between the observed spec-
trum and the synthetic spectrum, and from this best-fitting spectrum
we define the physical parameters of the observed star. However, it
must be emphasised that the values of the stellar parameters obtained
by tonalli are model dependent, as they may present differences
when using distinct synthetic spectrum libraries (Adame et al, in
preparation). Differences can also be expected with respect to other
methodologies and samples in distinct wavelength ranges.

3 ACCURACY AND PRECISION OF tonalli

The next step to ensure the reliability of tonalli is to measure its
intrinsic precision and accuracy (bias) when adopting the MARCS
library. For that, we need first to obtain the minimum number of
repetitions to estimate the performance of tonalli when the input
spectrum has known physical parameters. To do this, we select a few
representative synthetic spectra with [M/H] = 0 and [𝛼/M] = 0
and examine the impact of the number of repetitions in the deter-
mination of the mean best-fitting parameters (Section 3.1). Once we
estimate the minimum number of repetitions/experiments, we expand
the analysis to a complete set of synthetic models with [M/H] = 0
and [𝛼/M] = 0 to obtain reliable measures for the intrinsic accu-
racy and precision of tonalli (Section 3.2). The reason to restrict
our experiments to synthetic models with solar abundances through
this section is to detect any potential bias introduced by our contin-
uum normalisation procedure, and ultimately to ensure the correct
recovery of parameters from the solar spectrum (Section 4). Also,
as we developed tonalli to characterise young main-sequence and
pre-main sequence stars in nearby regions (≲ 1 kpc from the Sun),
we do not expect the metallicity abundance [M/H] (or [Fe/H]) to
fluctuate over±0.3 dex from the solar value, as indicated by the radial
metallicity distribution from young open clusters (e.g. Netopil et al.
2016; Baratella et al. 2020; Gaia Collaboration et al. 2023; Carbajo-
Hĳarrubia et al. 2024) and star forming regions (Santos et al. 2008;
Spina et al. 2014, 2017). Regardless, we applied tonalli to deter-
mine the atmospheric parameters of 1600 main sequence stars within
100 parsec from the Sun, and their estimated individual metallicities
agree with previous published results (López-Valdivia et al. 2024).

3.1 Minimum number of experiments

For this experiment, we select the synthetic spectrum of a star
with [M/H] = 0 dex, [𝛼/M] = 0 dex, log(g) = 4.0 dex, and
Teff = 5500 K. The spectrum is convolved with a Gaussian pro-
file to match the continuum-normalised library resolution. For this
experiment we do not add noise to the spectrum; we adopt the root-
mean-square error (RMSE) as the figure of merit instead of the 𝜒2

value. We run tonalli 500 times in the following fashion: at first,
tonalli finds the coarse best-fitting model; this step is only per-
formed once. The hyper-volume around the coarse best-fitting model
serves as the initial search region for each of the subsequent 500 rep-
etitions of the refinement step of tonalli. With each independent
refinement repetition, we obtain a fine best-fitting model. Ideally, the
500 fine best-fitting models would have the same, or close by, best-
fitting parameters (i.e. Law of large numbers), but since tonalli
is a stochastic optimisation algorithm, we expect the best-fitting pa-
rameters to have some degree of dispersion, thus impacting on both
the accuracy and the precision of the code.

In Figure 4, we present the histograms of the best-fitting parameters
distributions obtained by tonalli for the selected synthetic star. The
distributions appear to be bimodal, with clear and unique maxima
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Figure 3. Flowchart of the code tonalli. Left: the optimisation begins with the preparation of the observed spectrum, and then a coarse best-fitting model is
found by the comparison of randomly generated synthetic spectra with known parameters with the observed spectrum. Bottom right: the hyper-volume centred
at the coarse best-fitting model parameters serves as a new search region. The optimisation is repeated with new parameters and the spectrum interpolation
requires four times the spectra used in the coarse interpolation. Top right: the optional k-neighbours classifier proceeds before the continuum normalisation of
the observed spectrum.
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Figure 4. Histograms of the 500 best-fitting model parameters for the syn-
thetic star with [M/H] = 0, [𝛼/M] = 0, log(g) = 4.0 dex and Teff = 5500 K,
obtained by tonalli. Vertical lines depict the true value (dotted line), the
mean of the distribution (solid line), and the mode (dashed line), respectively.
Top left panel: Distribution of [M/H]; top right panel: distribution of [𝛼/M];
bottom left panel: distribution of log(g); bottom right panel: distribution of
Teff .

in the distributions of [M/H], log(g) and Teff (where the maximum
peaks are ∼ 1.5 to ∼ 3 times the size of the secondary peaks of the
distributions). The locations of the real parameter value and both
the mean and the mode of the distribution are shown in the Figure.
The mode pinpoints the location of the maximum peak, while the
mean falls somewhere close to this peak. It is clear that the mean and
the mode of the distributions are shifted from the real value of the
parameter, but this shift is smaller than half the step of the synthetic
library.

We adopt the bias of the mean of a given parameter 𝑋 as the proxy
of the accuracy of tonalli:

Bias(𝑋) = ⟨𝑋𝑡 ⟩ − 𝑋∗, (5)

where ⟨𝑋𝑡 ⟩ represents the mean best-fitting parameter obtained by
tonalli, and 𝑋∗ the expected (true) value of the parameter of the
synthetic spectrum. The top panels of Figure 5 show the variation of
the bias of the parameters [M/H], [𝛼/M], log(g), and Teff with the
repetition number for the synthetic star. These biases (⟨[M/H]𝑡 ⟩ −
[M/H]∗, ⟨log(g)𝑡 ⟩ − log(g)∗, and ⟨𝑇𝑡 ⟩ − 𝑇∗) stabilise after ∼ 100
repetitions, while the bias ⟨[𝛼/M]𝑡 ⟩ − [𝛼/M]∗ stabilises after ∼ 300
repetitions. The latter is a consequence of the previously observed
bi-modality of the best-fitting [𝛼/M] distribution (Figure 4). In the
plots of Figure 5 we zoom in the vertical coordinates to emphasise
the size of the fluctuations in the differences from repeat to repeat:
for the abundances, fluctuation occurs in the ten thousandth place;
for the logarithm of the surface gravity, in the thousandth place. The
difference of temperature fluctuates in the ones place.

We can define the bias of tonalli as the mode of the distribution
of the best-fitting parameters; in this case, the mode bias is indepen-
dent of the number of repeats (as long as the number is larger than
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Figure 5. Panels (a)-(d): Population mean (black solid line) of the difference
between the best-fitting parameter, ⟨𝑋⟩𝑡 , and the true value, 𝑋∗, as function
of the number of repeats, and Panel (e): Mean RMSE (black solid line) as
function of the number of repeats, for the synthetic star with [M/H] = 0,
[𝛼/M] = 0, log(g) = 4.0 dex and Teff = 5500 K. The vertical dashed line
marks the location of 50-th repetition; the population mean (solid blue line)
and the 3𝜎 errors (dashed cyan lines) at 500 repetitions are shown as a guide.
The grey area represents the 95% confidence interval of the population mean.

∼ 20). It is worth to mention that either the mean or the mode bias
is way below the grid steps of the MARCS library for all the stellar
parameters, even for a small number of repetitions.

We quantify the precision of tonalli for the mean of a given
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parameter as the standard error,

𝜎
𝑋
=

𝜎𝑋√
𝑛
, (6)

where 𝜎𝑋 is the standard deviation of the mean, and 𝑛 is the number
of repetitions. The precision is shown as symmetric error bars (the
grey area around the bias) in Figure 5, and represents the 95% con-
fidence interval of the bias. Thus, the precision of tonalli, when
recovering synthetic spectra, is fairly good, although somewhat bi-
ased. We observe that log(g) and the temperature posses the largest
bias, when compared to half of the grid step Δ𝑋 of the synthetic li-
brary (∼ 2%×Δ[M/H]/2,∼ 1%×Δ[𝛼/M]/2,∼ 10%×Δlog(g)/2, and
∼ 15% × ΔTeff /2 for [M/H], [𝛼/M], log(g), and Teff , respectively).

Regarding the number of minimum repetitions needed to obtain
reliable results, both the bias and the standard error values at the
50 − th and the 500 − th repetitions are comparable, at least for the
synthetic star we discussed above. We repeat the above analysis for
a set of 30 synthetic stars with abundances [M/H] = [𝛼/M] = 0,
log(g) = 3, 4 and 5 dex and effective temperatures 3200 K, and
3500 to 7500 K in steps of 500 K. Except for some combinations
of Teff − log(g) in the mode plots, the bias (or mode) of tonalli
remains unchanged regardless the number of repetition adopted. This
result supports the adoption of minimum repetitions as low as 50 for
the remaining of this work.

3.2 Accuracy and precision

Having established a suitable minimum number of repetitions for
our experiments with the synthetic spectra (𝑁rep,min = 50), we now
explore the effects of our continuum normalisation method and the
inclusion of noise in the spectra in the recovery of the spectroscopic
parameters. For this, we select synthetic spectra with zero metal and
𝛼-elements abundances, effective temperatures of 3000−4000 K (in
steps of 100 K) and 4250 − 7000 K (in steps of 250 K), and log(g)
of 3, 4, 5 dex, resulting in a set of 66 synthetic stars.

First, we construct the baseline experiment M0. For this experi-
ment, the set of synthetic spectra is drawn from the MARCS library,
which is already continuum-normalised. Secondly, we construct an-
other experiment to probe the effects of the continuum-normalisation
method in the recovery of the parameters, experiment M1. In this
case, the set of synthetic spectra is not continuum normalised, there-
fore enabling the normalisation subroutine in tonalli. The spec-
tra are previously convolved with a Gaussian profile to match the
APOGEE-2 resolution. Finally, we add noise to the spectra of ex-
periment M1 to establish a minimum working signal-to-noise ratio
(SNR) of the spectra for tonalli; these are dubbed M2 models.
Table 3 and Figure 6 show the bias and the precision of tonalli for
models M0, M1 and M2 described above.

For a given effective temperature and experiment, we have three
synthetic models, each differing in log(g). For each one, we compute
the 50 repetitions, and collect the 3 × 50 absolute differences |𝑋∗ −
𝑋(ton,rep) | in a distribution 𝐷𝑋 , where 𝑋∗ is the true parameter
value of the synthetic spectrum, and 𝑋(ton,rep) is the parameter value
obtained by tonalli in a given repetition. Moreover, 𝑋(ton,rep) can
be the value from the model with the best FOM, or the mean/median
parameter derived from the distribution of all the offspring computed
in the repetition. We re-define the bias (cf. Eq 5) as the median of
this distribution 𝐷𝑋 ,

Bias(𝑋) = Median(𝐷𝑋). (7)

The 12 plots in Figure 6 show the bias (eq. 7) of the parameters as
follows. From top to bottom, each plot in the row presents the bias

heat map in [M/H], [𝛼/M], log(g) and Teff , respectively. From left
to right, the columns present the bias heat map arranged according to
the adopted tonalli parameter value 𝑋(ton,rep) to compute the bias:
the best FOM (left column), the mean of the offspring distribution
in each repetition (middle panel), and the median of the offspring
distribution in each repetition (right panel).

Each of the 12 heat maps consists of 7 rows and 27 columns. A
given column presents the results of a probed temperature, while the
row indicates the experiment (M0, M1, M2). We also vary the SNR
for the M2 models, including SNR of 30, 50, 70, 100 and 200. Thus in
a single heat map plot, we have 7×27 rectangles, each one presenting
the bias, that is, the median of a distribution of 3 × 50 absolute
differences |𝑋∗ − 𝑋ton | gathered from the models for three synthetic
stars sharing a specific effective temperature (specified in the x-axis
of the heat map) but differing in log(g), computed following the
prescription of the given experiment (y-axis of the heat map).

3.2.1 Baseline experiment: M0 models

The spectra is taken directly from our continuum normalised MARCS
library, in order to avoid any impact the normalisation procedure may
have in the results, therefore allowing to study directly the perfor-
mance of the asexual algorithm. The first row of each heat map of
Figure 6 represents the bias of the four parameters of the M0 models.
For the bulk of the models, tonalli results are unbiased, regardless
the adopted statistic, ensuring that AGA is working properly to re-
cover the synthetic stellar parameters, with the exception being the
effective temperature of cool stars when adopting the mean tempera-
ture of the offspring distribution at each repetition. Even in this case,
the temperature bias ranges between 25 and 50 K, which is still small
enough to discriminate between the M spectral sub-types (adopting
the temperature scale of Pecaut & Mamajek 2013). In the following
two sub-sections, we discuss how the mean and the median of the
distributions differ from each other due the multi-modal nature of
the parameter distributions.

3.2.2 Effects of the continuum normalisation in tonalli: M1
models

These spectra differ from the spectra employed in the previous exper-
iment (Section 3.2) since for this experiment we employ the MARCS
spectra (convolved with a Gaussian profile to match the APOGEE-
2 resolution) prior to the continuum normalisation process (Sec-
tion 2.3.1). Therefore, we are probing the accuracy and precision
of tonalli, since the internal continuum-normalisation procedure
described in Section 2.3.2 is now active. This experiment also allows
us to measure the impact our continuum-normalisation procedure
might have in the recovery of the stellar parameters.

The second row of each heat map of Figure 6 shows the bias (eq. 7)
of the four parameters of the M1 models. We observe at the high end
of the temperature spectrum (Teff ≳ 6750 K) that tonalli recovers
Teff with a bias larger than the MARCS grid step (in this case,
Δ𝑇 = 250 K), most likely due to a breakdown in the normalisation
procedure owing to lines in the Bracket series, Br11 𝜆16811.111,
Br13 𝜆16113.714, as discussed in Section 2.3.2. We can avoid the
issue if the green and red chips, where the Br11 and Br13 lines are
prominent, are masked altogether. In any case, the bias in temperature
have a strong impact in the determination of [M/H], whereas the bias
of log(g) is noticeable only for stars with Teff > 7000 K.
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Figure 6. Recovery of the synthetic stars parameters: heat maps of the bias 𝐵 of tonalli. The shades of blue represent the interval where the median of the
difference |𝑋∗ −𝑋ton |, 𝐵𝑥 , lies. The intervals, in fractions of the MARCS grid steps Δ𝑥 , are shown in the colour bars. Lighter colour shades purport accurate and
precise tonalli results. Each column presents the bias of the tonalli results adopting the best-fitting parameters of each repetition as follows: (a) best-fitting
parameters from the model with the minimum FOM, (b) best-fitting parameters are the mean of the 1D parameter distribution, and (c) best-fitting parameters
are the median of the 1D parameter distribution.

3.2.3 Effects of adding noise to the observed spectrum in the
accuracy and precision of tonalli: M2 models

As a final test, we add noise to the synthetic spectra of the M1
models. The noisy data 𝐹𝑛 (𝜆) is obtained by adding 𝑔(𝜆)𝐹 (𝜆) to the
original spectrum 𝐹 (𝜆), and a synthetic error of𝜎(𝜆) = 𝐹𝑛 (𝜆)/SNR.
The value 𝑔(𝜆) is fixed through the common SNR value per pixel,
SNR = 𝐹𝑛 (𝜆)/𝑔(𝜆)𝐹 (𝜆), or 𝑔(𝜆) = ±1/(SNR−1). The sign of 𝑔(𝜆)
is randomly and independently assigned for each 𝐹 (𝜆).

The last five rows in each plot of Figure 6 display the results of this
experiment. Each row is identified by the SNR of the spectra: M2-
30, M2-50, M2-70, M2-100, and M2-200. It is not surprising that
the rate of parameter recovery of tonalli is chiefly determined by
the continuum-normalisation procedure, as the large bias trend seeps
through the M2 high temperature models regardless the magnitude
of the noise added to the spectra. However, it is worth to note that
tonalli can recover with success the four stellar parameters in this
experiment for stars with effective temperatures between ∼ 3200 and
∼ 6250 K. For high temperature stars, the temperature recovery is
not ideal due to the normalisation procedure, which we will refine
in a posterior work. For low temperature stars, while both Teff and

[M/H] are recovered within an acceptable bias margin, it is log(g)
the parameter which challenges the spectrum fitting procedure. In
the following series paper, we implement a framework to minimise
the bias in log(g).

3.2.4 The precision in the recovery of the parameters

We equate the precision of our code with the interquartile range
IQR = 𝑄3−𝑄1 of the distribution of the 50 recovered parameters 𝑋ton
per effective temperature, this time distinguishing the distributions
in terms of their log(g)∗ input value. Such definition of precision
reflects the spread of the recovered parameters of the Monte Carlo
realisations (50 per effective temperature and log(g)∗), and it is robust
against any outliers of the distribution.

The heat maps of Figure 7 show this precision for the synthetic
models with log(g)∗ = 4 dex. Two general features arise from the
heat maps: the IQR of both [M/H] and log(g) is somewhat larger
for stars with Teff ≲ 4000 K when compared to the IQR values of
hotter stars, regardless the adopted method to compute the so-called
best-fitting value. Moreover, if the mean of the distribution is adopted
as the best-fitting parameter (middle columns of Figure 7), the IQR
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Figure 7. Recovery of the synthetic stars parameters: heat maps of the precision of tonalli, for synthetic models with log(g)∗ = 4. The shades of red represent
the IQR of the distribution of each Monte Carlo realisation lies. The intervals, in fractions of the MARCS grid steps Δ𝑥 , are shown in the colour bars. Lighter
colour shades purport precise tonalli results. Each column presents the IQR of the tonalli results adopting the best-fitting parameters of each repetition as
follows: (a) best-fitting parameters from the model with the minimum FOM, (b) best-fitting parameters are the mean of the 1D parameter distribution, and (c)
best-fitting parameters are the median of the 1D parameter distribution.

values are moderately larger than the IQR of the minimum figure
of merit or those of the median of the parameter distribution. Both
outcomes are not surprising in light of the bias results discussed in
the preceding sections.

Lastly, the precision of the baseline model set M0 shows a slightly
larger dispersion for Teff ≲ 4000 K. This may be indicative of a
[M/H] − log(g) coupling effect in the M-dwarf synthetic spectra of
the MARCS library that we need to explore further. At any rate, this
stresses the need to provide an independent first order estimation of
either parameter to limit the search range within the synthetic library
in order to obtain unbiased and more precise results.

4 THE SOLAR SPECTRUM

We now apply our code tonalli to the solar spectrum reflected by
the asteroid Vesta provided in the apStar file of APOGEE-2 Data
Release 17 (hereafter DR17, Abdurro’uf et al. 2022).

4.1 Monte Carlo realisations

We run tonalli optimising either five or six parameters: for the
former we assume the observed spectrum is Doppler-shift corrected
(RV = 0), while for the latter we relax the assumption the radial
velocity is fixed, so the radial velocity is also optimised. The radial
velocity from the header of the apStar file is 𝑅𝑉 = 0 km s−1,
meaning the spectrum is already Doppler-shift corrected. Thus, when
we optimise the radial velocity, we are effectively applying a small
correction, if any, to the observed spectrum. As we shall see in
Section 4.3, this is indeed the case.

For the four runs (two for each apStar spectrum), we adopt a limb
darkening value of 𝜖 = 0.25 (the value adopted for the solar spectrum
by Jönsson et al. 2020). We set the maximum number of realisations
to 1000.

In dealing with the results, we choose to ignore the variation of
the projected rotational velocity as the derived values are close to the
velocity limit imposed by the uniform resolution of our convoluted
library (which for Δ𝑅 = 22, 500 is close to 10 km s−1, see Cottaar
et al. 2014).
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Table 3. Set of models probed to obtain the accuracy and precision of tonalli, and suitable temperature ranges for tonalli operation.

Bias(𝑋) < Δ𝑋/2
FOM Mean Median

Model name FOM SNR 𝑇min 𝑇max 𝑇min 𝑇max 𝑇min 𝑇max
(K) (K) (K) (K) (K) (K)

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Continuum normalised MARCS spectra
M0 RMS . . . 3000 8000 3400 7750 3000 8000

MARCS spectra, no continuum normalisation
M1 " . . . 3300 6000 3300 6000 3500 6000

MARCS spectra + noise, no continuum normalisation
M2-30 𝜒2 30 3300 6500 3300 6500 3300 6000
M2-50 " 50 3300 6000 3200 6000 3500 6250
M2-70 " 70 3200 6000 3200 6000 3200 6250
M2-100 " 100 3300 6000 3300 6000 3500 6000
M2-200 " 200 3100 6250 3200 6250 3300 6250

Note: All models computed with an initial population of 𝑁0 = 240, number of parents
per generation 𝑁𝑝 = 10, and number of repetitions 𝑁rep = 50 to obtain statistic figures.
Column (2): adopted FOM: RMS or 𝜒2. Column (3): Signal-to-noise ratio of MARCS
input spectra with added Gaussian noise. Columns (4) and (5): Minimum and maximum
temperature limits of the temperature range where both the bias Bias(𝑥 ) and IQR of the
mean best-fitting parameters are smaller than one-half of the MARCS grid step in each
parameter; the best-fitting model of each repetition is the model with the smallest FOM.
Columns (6) and (7): Same as columns (4) and (5), adopting the mean of the parameter
distribution in each repetition as the best-fitting model parameters. Columns (8) and (9):
Same as columns (6) and (7), adopting the median value of the distributions.
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Figure 8. Ridge plots showing the PDF of the parameters for a set of selected tonalli Monte Carlo realisations (left label in each PDF of Teff ), for the
APOGEE-2 Solar spectrum reflected by Vesta, with the radial velocity of the spectrum restricted to be 0. The solid line represents the mean value of the median
distribution, composed of the median of each Monte Carlo realisation.
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Figure 9. Ridge plots showing the PDF of the parameters for a set of selected tonalli Monte Carlo realisations (left label in each PDF of Teff ), for the
APOGEE-2 Solar spectrum reflected by Vesta, with RV optimised. See Figure 8.

To draw the surface solar parameters from the Monte Carlo reali-
sations, we compute several estimators from the 1D and multidimen-
sional distributions of the optimised parameters. The first type its a
measure of the accuracy and precision of the algorithm (Section 4.2).
For a given parameter X, we compute a measurement of the central
tendency of the univariate distribution𝐷𝑖 (X) in each 𝑖−th realisation,
namely the mean, ⟨X⟩𝑖 . This way, we have a univariate distribution
𝐷∗ (⟨X⟩), whose population is comprised by 𝑁rep estimators for the
parameter 𝑋 . This mean and their associated standard deviation (of
the distribution 𝐷∗ (⟨X⟩)) are tabulated in columns (1) and (2) of Ta-
ble 4 (for 50 and 1000 Monte Carlo experiments, respectively). We
also calculate the median, M(X)𝑖 and the mode, Mod(X)𝑖 . For the
later, the bandwidth of the 1D histogram of the parameter X is given
by the Silverman’s rule (Silverman 1986). The ridge plots (Figures 8
and 9) show some of the 1D distributions 𝐷𝑖 (X) of the Monte Carlo
realisations.

A second type of estimators are drawn from the distribution
𝐷𝑠 (𝑋), which is constructed by combining all the individuals
spawned in all the Monte Carlo realisations (Section 4.3.2). We
compute three measurements of the central tendency of the univari-
ate distribution 𝐷𝑠 (X), namely the mean, ⟨X⟩, the median, M(X),
and the mode Mod(X) (columns (4), (5), and (6) of Table 4, respec-
tively). It is from these estimators that we draw the Sun physical
parameters.

The last estimators are computed from the multivariate distribution
𝐷𝑠 (Section 4.3.3). We fit a multidimensional normal distribution to
the distribution 𝐷𝑠 to obtain the Gaussian mean (column (7) of
Table 4). We also compute the halfspace median, one of the several
possible multivariate analogue to the univariate median (column (8)
of Table 4).

The rationale to compute several estimators is to assess the perfor-

mance of tonalli, to probe the model degeneracy, and to explore
the assumed normality of the 1D distributions. The median of the
1D parameter distribution provides an adequate measure of the true
stellar parameter, as we discuss in Section 4.3.1.

Figures 8 (fixing RV to be 0) and 9 (optimising RV) show the ridge
plots of the probability distribution functions (hereafter PDF) of the
parameters Teff , log(g), [M/H] and [𝛼/M], for selected tonalli
Monte Carlo realisations for APOGEE-2 solar spectrum. The ridge
plots are helpful to show the qualitative behaviour of the 1D PDF:
both Figures shows how the PDF changes from repeat to repeat,
demonstrating the independence of the Monte Carlo realisations and
the exploration of the restricted search hyper-volume of the fine
interpolation. The Figures also show an striking difference on the
temperature, logarithm of the surface gravity, and the metallicity:
while the maximum of each of the PDFs are relatively close to the
mean value of the median distribution, once we allow the optimisation
of the radial velocity, the maxima of the PDFs are scattered over the
restricted search hyper-volume. The results remain accurate, although
the precision decreases, at least for the chosen hyper-parameters.
This will increase any measure we adopt for the parameter credible
interval, as we see quantitatively in the errors (standard deviations
or IQRs) of Table 4. However, we must emphasise that the credible
intervals can be reduced by almost half of the univariate credible
intervals if we adopt a Gaussian multivariate distribution to estimate
the photopheric stellar parameters (column (7) of Table 4).

4.2 Minimum number of Monte Carlo realisations

We re-examine the minimum efficient number of Monte Carlo real-
isations (Section 3.1) in light of the nuances of a real spectrum not
captured by the synthetic models. In addition, we explore the param-
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eter distributions to decide a representative statistic value; for this,
we should examine the variation of the mean values of the distribu-
tions 𝐷∗ discussed above in Section 4.1, as new means, medians, or
modes, are added to them.

In theory, we should perform ∼ 0.6𝑁𝜆 Monte Carlo realisations,
where 𝑁𝜆 represents the pixels of the involved spectrum. Therefore,
the Monte Carlo realisations for the APOGEE-2 spectra can exceed
a few thousand experiments, which can become computationally
costly. As we shall see, the minimum number of Monte Carlo reali-
sations are greatly reduced if we impose constrains on the variation
of the mean distribution.

Figures 10 (assuming RV = 0) and 11 (RV optimised) show the
trends of the estimators in four parameters, Teff , log(g), [M/H], and
[𝛼/M]. For the models with RV = 0, we notice how the parameters
of interest stabilise after roughly ∼ 30 − 50 Monte Carlo repetitions,
whereas for the models with optimised radial velocity RV, the param-
eters of interest stabilise after a few hundreds of repetitions for some
stellar parameters. Nevertheless, Figure 10 hints towards a small set
of Monte Carlo realisations to draw accurate stellar parameters from
the distributions 𝐷∗ of the parameters of interest, provided RV = 0.

We can quantify the minimum number of Monte Carlo realisations
assuming the distribution 𝐷∗ of the means (𝑋1, . . . , 𝑋 𝑖), for each
stellar parameter, tends to the normal distribution (the Central Limit
Theorem). We require the mean 𝑋𝑛 of the distribution 𝐷∗ to be
𝑍𝛼/2𝜎/

√
𝑛 units from the true mean 𝜇, where 𝜎 is the true standard

deviation, 1 − 𝛼 the required confidence level, and 𝑍𝛼/2 the value
of the z-statistic. An unbiased estimator for the variance 𝜎2 is the
sample variance

𝑠2
𝑛 =

1
𝑛 − 1

𝑖=𝑛∑︁
𝑖=2
(𝑋𝑖 − 𝑋𝑛)2; (8)

hence the confidence interval for the mean,

𝑍𝛼/2
𝑠𝑛√
𝑛
< |𝑋𝑛 − 𝜇 |, (9)

becomes our convergence criterion, where 𝑛 is the number
of Monte Carlo realisations. We impose the following ab-
solute error limits on the stellar parameters: |𝑋𝑛 − 𝜇 | =

[2.5 K, 0.005 dex, 0.0025 dex, 0.0025 dex] for Teff , log(g), [M/H],
and [𝛼/M], respectively, and 𝑍𝛼/2 = 1.96 for a 95% interval
confidence. The above limits correspond to |𝑋𝑛 − 𝜇 | = 1% ×
[Δ𝑇 ,Δlog(g) ,Δ[M/H] ,Δ[𝛼/M] ], in terms of the MARCS grid res-
olution.

We compute the convergence criterion, equation (9), starting from
the Monte Carlo realisation 𝑛 = 40 (as to ensure the validity of the
Central Limit theorem), and plot the minimum realisation number
where the criterion is fulfilled (filled triangles in Figures 10 and
11). Except for the model with RV ≠ 0, convergence is achieved
around ∼ 40 − 60 Monte Carlo realisations. Effective temperature
convergence, however, is reached at ∼ 100 − 200 realisations. If
we increase the absolute error limits to be 5% the MARCS grid
resolution, then the minimum number of realisations is 𝑛 = 40 for all
the stellar parameters and for the two models of Vesta (we recall that
𝑛 = 40 is the number from which we start to measure the absolute
error |𝑋𝑛 − 𝜇 |).

We now compare the mean values of the mean distributions 𝐷∗

at 𝑛 = 50 and at 𝑛 = 1000 Monte Carlo realisations (columns (2)
and (3) of Table 4) to each other, in terms of the MARCS grid
steps Δ𝑋 . Absolute differences between the models with 𝑅𝑉 = 0
are 1.2% × Δ[M/H] , 0.4% × Δ[𝛼/M] , 0.02% × Δlog(g) , and 1.8% ×
Δ𝑇 , for [M/H], [𝛼/M], log(g), and Teff , respectively. For models
with 𝑅𝑉 ≠ 0, absolute differences are 3% × Δ[M/H] , 2% × Δ[𝛼/M] ,

6.5% ×Δlog(g) , and 6.6% ×Δ𝑇 . As expected, the largest differences
between the means derive from the model with the radial velocity
optimised (RV ≠ 0). Thus the differences between the means of the
distributions 𝐷∗ at 𝑛 = 50 and at 𝑛 = 1000 are small enough to
continue choosing the former value.

In all, we confirm that with 𝑛 = 50 Monte Carlo experiments to
obtain 1D estimates of the stellar parameters is a suitable choice, at
least for the Vesta APOGEE-2 spectra, when comparing them to the
MARCS library of synthetic spectra. However, we should note that
fixing the Monte Carlo realisations to compute a large catalogue of
stellar parameters is not ideal due to the diversity of the APOGEE-2
spectra (owing to the SNR), and to the several available synthetic
libraries to which we can compare the spectra, due to possible model
degeneracy (Section 4.3). We defer to future work the implementation
of a bootstrap technique to automate the convergence criterion.

4.3 Sun derived parameters from tonalli

The repetition procedure, which in its core is a Monte Carlo method,
aims to obtain both the best value and its associated credible interval.
We can think of all the offspring generated in all the repetitions as a
one ensemble of data, 𝐷𝑠 , regardless of which repetition was each
datum generated. The corner plots in Figures 12 and 13 show the cor-
relation between pairs of parameters and the 1D distribution of each
parameter, plotting all the offspring computed in the Monte Carlo
repetition of tonalli.

We first discuss the one-dimensional (1D) distribution of each
parameter, ignoring any correlation between the parameters. The
median and the interquartile range of the 1D parameter 𝑋 distribution
𝐷∗ are shown in the title and as the magenta triangle, the line, and
the shaded region of the diagonal plots of Figures 12 and 13, while
the mean and the mode of the distribution 𝐷∗ are shown in blue and
yellow triangles, respectively. The values are listed in Table 4 (mean,
median, and binned mode: columns (4), (5), and (6), respectively).

4.3.1 Multi-modality and parameter degeneracy

We observe that, for a given model and stellar parameter, the means,
the medians and the modes differ from each other. The absolute
differences can probe whether the one-dimensional distribution is
multi-modal, which can pinpoint towards a model degeneracy. How-
ever, we adopt a more rigorous approach, the Silverman test of multi-
modality (Silverman 1981). In our case, the null hypothesis 𝐻0 is that
the distribution has one mode, versus the alternative 𝐻1 that it has
two modes. In table 4, column (7) reports if the null hypothesis is
accepted or rejected.

For Teff and [M/H] our tests show no evidence of bi-
modality/multi-modality. However, for [𝛼/M] we found no evidence
of multi-modality when RV is not optimised but the [𝛼/M] degen-
erates when we leave the RV as another optimising parameter. We
found the contrary for log(g). Having a multi-modal distribution in
certain stellar parameter is a direct consequence of the theoretical
grid employed and needs to be considered in the error budget as the
standard deviation or the interquartile range of the data ensemble.
Larger errors are expected -and obtained- for tests where the null
hypothesis is rejected.

Our results for Vesta differ from those published in the DR17
catalogues, as we show in Figure 14. Ideally, we want the three
estimators (mode, median, and mean) to match, but in this case,
the mismatch between the mean values and the other two figures
is prompted by local minima in the 𝜒2 parameter. The existence of

RASTI 000, 1–33 (2024)



18 L. Adame et al.

Table 4. Univariate and Multivariate statistics from the Monte Carlo simulation (𝑛 = 50 experiments) for the solar spectrum reflected by Vesta

Univariate 𝐷∗ Mean Univariate 𝐷𝑠 Multivariate 𝐷𝑠

Input RV 𝑁rep = 50 𝑁rep = 1000 Mean Median Binned Mode 𝐻0 Gaussian Mean Halfspace Median
(1) (2) (3) (4) (5) (6) (7) (8) (9)

Teff (K)

0 5880±75 5875 ± 84 5880 ± 361 5904+134
−159 5942 A 5870 ± 197 5899

var 5812±207 5795 ± 195 5812 ± 446 5779+372
−304 5652 A 5804 ± 234 5781

log(g) (dex)

0 4.60±0.09 4.60 ± 0.10 4.60 ± 0.41 4.67+0.15
−0.24 4.67 R 4.59 ± 0.22 4.67

var 4.55±0.24 4.52 ± 0.22 4.55 ± 0.46 4.51+0.40
−0.33 4.25 A 4.56 ± 0.24 4.52

[M/H] (dex)

0 8.48 × 10−3±0.03 5.56 × 10−3 ± 0.04 8.71 × 10−3 ± 0.18 2.70 × 10−2 +0.06
−0.08 4.75 × 10−2 A −0.21 × 10−3 ± 0.11 2.50 × 10−2

var −3.61 × 10−2±0.10 −4.36 × 10−2 ± 0.09 −3.52 × 10−2 ± 0.23 −3.10 × 10−2 ± −0.16 3.46 × 10−2 A −4.48 × 10−2 ± 0.13 −3.34 × 10−2

[𝛼/M] (dex)

0 −1.03 × 10−2±0.03 −9.28 × 10−3 ± 0.02 −9.58 × 10−3 ± 0.28 −4.00 × 10−2 +0.07
−0.06 −5.80 × 10−2 A −8.50 × 10−3 ± 0.14 −4.00 × 10−2

var 5.15 × 10−2±0.07 5.65 × 10−2 ± 0.07 5.08 × 10−2 ± 0.30 0.00+0.16
−0.14 1.10 × 10−2 R 6.07 × 10−2 ± 0.15 3.59 × 10−3

v sin(i) (km s−1)

0 11.06±0.23 11.11 ± 0.29 11.06 ± 1.66 10.85+0.95
−0.51 11 A 11.99 ± 5.34 10.86

var 16.03±0.45 16.00 ± 0.45 16.02 ± 2.41 13.93+3.20
−0.94 14 A 17.34 ± 6.30 13.99

RV (km s−1)

var −1.40±0.10 −1.39 ± 0.11 −1.40 ± 1.32 −0.31+0.82
−2.93 0.3 A −1.4 ± 6.38 −0.35

Column (1) indicates if the radial velocity is fixed (RV = 0) or was optimised in tonalli (var). Columns (2)-(6) report one-dimensional statistics: the mean of
the distribution of means 𝐷∗ (columns 2 and 3, for 𝑁rep = 50 and 𝑁rep = 1000, respectively), the mean, median and the mode (columns 4, 5, and 6, respectively)
of all the individuals computed in the realisations, the distribution 𝐷𝑠 . Error values for the mean 𝐷∗ are the standard deviation of the distribution of means
𝐷∗, while for the mean and median of the distribution 𝐷𝑠 , the error is the standard deviation of 𝐷𝑠 and the differences between the median and the 25 and 75
quartiles of 𝐷𝑠 , respectively. In column (7), we present the result of the Silverman test for multi-modality, where the null hypothesis 𝐻0 is the distribution has
1 mode (uni-modal distribution). Column (8) shows the parameter values when a multivariate normal distribution is fitted to the 𝐷𝑠 distribution; error values
are the half the standard deviation obtained from the diagonal of the covariance matrix. Column (9) reports the halfspace median (a multivariate median) of the
𝐷𝑠 distribution.

a local minima warrants further inspection of the parameters for a
given star spectrum. The local minima might not correspond to the
reality or the expected values, thus invalidating their importance.
However, except for the Sun, we do not presume to know the reality
-the actual values of parameters- a priori. In this work, we adopt the
median of the one-dimensional distribution of the parameters, as it
is a robust statistic that will lean towards the most probable value,
or at least, to the centre of the distribution. Adopting the median and
the interquartile range somewhat alleviates the discrepancy between
our and the published results, as the quartile 75 of the distributions
of each parameter lies close to the expected published values.

When we allow tonalli to optimise the radial velocity, log(g)
tends towards a smaller value. In turn, both Teff and [M/H] shift
towards cooler and sub-solar metallicity, respectively, similarly to
the results found previously (e.g. Sarmento et al. 2020). Dealing
with this model degeneracies have two possible solutions: provide an
initial guide (a prior knowledge) or a later calibration. The latter was
the adopted approach by Jönsson et al. (2020) and by Abdurro’uf et al.
(2022). For this work, we have chosen not to calibrate the tonalli
derived parameters for the sake of transparency, thus rendering the
Sun-derived parameters to be the result of a direct comparison with
the MARCS library, or in other words, the mathematical-correct
result. We defer to the following paper of the series the adoption of
priors.

4.3.2 Univariate parameter values

Model degeneracy effects in log(g) are washed off if we allow the
radial velocity to be optimised by tonalli, as reported by column

(7) of Table 4. As the null hypothesis for uni-modality for [𝛼/M]
is rejected, we continue to adopt the one-dimensional median as
the true stellar parameter. Thus, the solar parameters, as derived
from the comparison of the APOGEE-2 Vesta spectrum with the
MARCS synthetic stellar library using the methodology presented in
this work, are presented in the first row of Table 5, along with previous
published results from the APOGEE-2 solar spectrum reflected by
Vesta (comparison of the spectrum to a synthetic spectra library,
Jönsson et al. 2020; Abdurro’uf et al. 2022), from the IAU definition
(Prša et al. 2016), from measured solar data (Heiter et al. 2015), from
photometry (Porto de Mello et al. 2014), and from equivalent widths
of Fe I and Fe II (Takeda et al. 2002).

The halves of the interquartile ranges of our adopted true solar
parameters are within the MARCS grid steps, except for the tem-
perature, which differs by less than 100 K from the grid step. We
remind the reader the results stated above were obtained with input
parameters 𝑁𝑝 = 240, 𝑝 = 0.4, and 𝑁interpol = 2×2×3×3. With this
set of input parameters, tonalli calculates the Sun atmospheric pa-
rameters with accuracy (compared to those obtained by Abdurro’uf
et al. 2022), albeit with a relatively large credible intervals. If the ra-
dial velocity is fixed to zero, the IQRs of the parameter distributions
decrease at the expense of the accuracy.

In addition to the latter effect, the experiments in Appendix B
demonstrated that the choice of 𝑁𝑝 and 𝑝 impacts the total number of
individuals computed in a fulltonalli (plus repetitions) run; a larger
𝑁total procures not only unbiased results but also shorter credible
intervals for the median stellar parameters (see Figures B5 and B6).
In this context, the above results we present for the APOGEE-2 Vesta
spectrum represent the minimum permissible results, due the large
credible intervals. The precision of tonalli increases once the input
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Figure 10. Variation of the mean value of the mean (blue solid line), median (magenta solid line), and mode (yellow solid line) distributions of the parameters
Teff (upper left panel), log(g) (upper right panel, [M/H] (bottom left panel), and [𝛼/M] (bottom right panel), as functions of the tonalli Monte Carlo
realisations, for the APOGEE-2 Solar spectrum reflected by Vesta, with the radial velocity of the spectrum restricted to be 0. The dotted lines represent the mean
values of the above distributions, computed with the total population of 1000 realisations. The ranges of the average mean 𝑅mean, median 𝑅median and mode
𝑅mode, between 50 and 1000 realisations, are also shown. The filled triangle in the 𝑦 = 0 axis points to the minimum Monte Carlo repetition where the accuracy
criteria equat. (9) is reached: |𝑋𝑛 − 𝜇 | = [2.5 K, 0.005 dex, 0.0025 dex, 0.0025 dex] for Teff , log(g) , [M/H], and [𝛼/M], respectively. The unfilled triangle
points to the minimum Monte Carlo repetition where |𝑋𝑛 − 𝜇 | is twice the above values.

Table 5. Atmospheric parameters of the Sun

Metallicity 𝛼-elements abundance
Work References and Notes Teff log(g) [M/H] [Fe/H] [𝛼/M] [𝛼/Fe]

(K) (dex) (dex) (dex) (dex) (dex)
(1) (2) (3) (4) (5) (6) (7) (8)

tonalli (this work) Spectroscopic, 1D median 5779+372
−304 4.51+0.40

−0.33 −0.03 ± 0.15 0.00+0.16
−0.14

(this work) Spectroscopic, 1D median, 𝑁0-𝑝d 5780+55
−51 4.44+0.06

−0.03 −0.028+0.029
−0.033 −0.024+0.020

−0.025
Jönsson et al. SDSS-DR16e (1) Spectroscopic 5770 4.49b −0.001 0.000

(1) Calibrated 5712 ± 115a 4.40 ± 0.08b 0.002 ± 0.009c −0.011 ± 0.007c

Abdurro’uf et al. SDSS-DR17f (2) Spectroscopic 5767 ± 223a 4.38 ± 0.00b 0.006 ± 0.000c 0.003 ± 0.000c

(2) Calibrated 5795 ± 25a 4.43 ± 0.02b 0.006 ± 0.005c 0.004 ± 0.007c

Prša et al. (3) IAU definition 5772 4.44 0
Heiter et al. (4) Measured L⊙ , GM⊙ , and R⊙ 5771 ± 1 4.44 ± 0.00b 0.03 ± 0.05 0.0
Porto de Mello et al. (5) Adopted solar values. 5777 4.44 0

(5) Photometric/spectroscopic, Callisto 5770 4.52 −0.04
(5) Photometric/spectroscopic, Europa 5780 4.48 −0.02

Takeda et al. (6) Fe I and Fe II equivalent widths 5718 ± 25 4.35 ± 0.08

a Rounded to the nearest integer.
b Rounded to the nearest hundredth.
c Rounded to the nearest thousandth.
d Model with the minimum 𝜒2 (eq. 10) from the models of Appendix B2, adopting the IAU definition for the Sun physical parameters and [𝛼/𝑀 ]⊙ = 0. The
input parameters of this model are: 𝑁0 = 500, 𝑁p = 10, 𝑝 = 0.8, 𝑁rep = 50.
e Raw spectroscopic results from the comparison with MARCS (turbospectrum) library. Calibrated results: temperatures to a photometric scale, surface gravity
calibrated with an scale from isochrones. Abundances are calibrated with a zero point offset: [𝛼/M]off = −0.011, [M/H]off = +0.003 such as the median in
the solar neighborhood is [X/M] = 0.
f Raw spectroscopic results from the comparison with MARCS (synspec) library. Calibrated results: effective temperature calibrated with photometric temper-
atures; surface gravities calibrated with a neural network, using asteroseismology and isochrones data. Abundances are calibrated with a zero point offset, such
as the median in the solar neighborhood is [X/M] = 0.
References: (1): Jönsson et al. (2020), (2): Abdurro’uf et al. (2022), (3): Prša et al. (2016), (4): Heiter et al. (2015), (5): Porto de Mello et al. (2014) , (6):Takeda
et al. (2002)
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Figure 11. Variation of the mean value of the mean (blue solid line), median (magenta solid line), and mode (yellow solid line) distributions of the parameters
Teff (upper left panel), log(g) (upper right panel, [M/H] (bottom left panel), and [𝛼/M] (bottom right panel), as functions of the tonalli Monte Carlo
realisations, for the APOGEE-2 Solar spectrum reflected by Vesta, with RV ≠ 0. See Figure 10 for details.

parameters 𝑁𝑝 , 𝑝, and to some extent the number of Monte Carlo
repetitions, are tuned to provide a sufficiently high total number of
individuals. The second row of Table 5 presents the model with the
minimum 𝜒2 of all the models computed in Appendix B2 with IQR ≤
Δ𝑋/2 (half the grid step) in the four interpolated grid parameters.
We define the 𝜒2 for this step as:

𝜒2 =
(T⊙ − Tm)2

[IQR(T)m]2
+ (log(g)⊙ − log(𝑔)m)2

[IQR(log(g))m]2

+ (0 − [M/H]m)
2

[IQR( [M/H])m]2
+ (0 − [𝛼/M]m)

2

[IQR( [𝛼/M])m]2
, (10)

where we adopt the solar values of the IAU definition (Prša et al.
2016), and the subscript 𝑚 refers to the tonalli model. Thus the
model with the minimum 𝜒2 was constructed with input parameters
𝑁0 = 500, 𝑁p = 10, 𝑝 = 0.8, 𝑁rep = 50. The credible interval of
the median of the atmospheric parameters of this model decreased
by almost one order of magnitude respect to the model with input
parameters 𝑁0 = 240, 𝑁p = 10, 𝑝 = 0.4, 𝑁rep = 50. The raw abun-
dances values can be calibrated, but, as explained in Section 4.3.1,
the results are the direct comparison with our continuum-normalised
MARCS synthetic spectrum library.

At any rate, the typical errors expected for high resolution spectra
are∼ 1.1%×Teff for efective temperature (which translates to∼ 60 K
for the Sun), 0.10 dex for log(g), and 0.06 dex for the determination
of metallicity abundances (Soubiran et al. 2016). These typical errors
are defined as the median of the uncertainties of a large sample of
stars (the PASTEL catalogue); the uncertainties were computed, as
Soubiran et al. remarks, assuming disparately definitions.

The rotational projected velocity, v sin(i) = 13.93 km s−1, is near
the resolution limit for the APOGEE-2 spectra (Cottaar et al. 2014),
meaning that our estimation is, at best, an upper limit to the real

rotational velocity. We ignore this estimation, since the rotational
broadening of the synthetic spectra have no impact on our derived
parameters.

Figure 14 (RV ≠ 0 results in blue symbols) demonstrate the good
agreement between our results and the spectroscopic results (black
symbols) of Abdurro’uf et al. (2022), regardless their synthesised
library. Last, we also added the results of the 1000 Monte Carlo ex-
periments to Figure 14 (green symbols); the parameter values overlap
those derived from only 50 experiments, which further supports the
latter choice in the interest of computational speed.

4.3.3 Multivariate parameter values

Figures 12 and 13 show, along with the one-dimensional histograms,
the two-dimensional histograms for each pair combination of Teff ,
log(g), and [M/H], [𝛼/M]. We ignore both the radial and the ro-
tational projected velocities, as they do not correlate with any of
the grid-parameters above. The same applies for [𝛼/M]: the 2D
distributions of our models show a weak or no correlation be-
tween the parameter [𝛼/M] and the remaining parameters. The two-
dimensional histograms of the pairs ⟨Teff , log(g)⟩, ⟨Teff , [M/H]⟩,
and ⟨log(g), [M/H]⟩ in Figures 12 and 13 show strong positive cor-
relations, warranting a multivariate analysis of the parameter distri-
bution. Hence we construct either a five or six-dimensional distri-
bution, containing the data

〈
Teff , log(g), [M/H], [𝛼/M], v sin(i)

〉
or〈

Teff , log(g), [M/H], [𝛼/M], v sin(i),RV
〉
, respectively, depending

on the radial velocity assumption of the given model.
First, we obtain the Sun parameters by fitting a multivariate Gaus-

sian ( R package mclust, Scrucca et al. 2023) to the now multivari-
ate distribution 𝐷𝑠 . The mean multivariate Gaussian parameters and
their associated errors (half of the standard deviation in the param-
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Figure 12. Corner plot of the resultant total population of the Monte Carlo realisations in tonalli for the APOGEE-2 Solar spectrum reflected by Vesta,
assuming the radial velocity of the spectrum is RV = 0, and for 𝑁 = 50 realisations. The contour lines encloses the population within the 2D 0.25, 0.5, 0.75
and 1 standard deviations of the population mean. The vertical and horizontal lines in the 2D histograms correspond to the mean value of the parameter of the
distribution 𝐷∗. The diagonal displays the 1D histograms of each parameter, along with the median and the corresponding differences between the median and
the first and third quartiles. Triangles denote the following figures: mean (white triangle), median (magenta triangle), and mode (yellow triangle) of the Monte
Carlo distribution 𝐷∗, along with the spectroscopic results of the solar spectrum reported by DR17 (black triangle, Abdurro’uf et al. 2022). See text for details.

eter) are tabulated in column (7) of Table 4. Except for [M/H] for
the model with RV = 0, the multivariate Gaussian parameter values
match with their univariate counterparts.

Interestingly, the one-dimensional histograms of each parameter,
discussed in the previous subsection, exhibited the need of a robust
statistic figure to obtain the spectroscopic solar parameters. The fig-
ure of a median in a multivariate setting is not as straightforward as
is for the one-dimensional case; in fact, the multivariate median has
multiple definitions, with no generalisation from the univariate me-
dian (Oja 1983; Small 1990). Still, we provide the halfspace median,
or Tukey median. This median is based on the concept of the multi-
variate depth statistics (see Small 1990; Mosler 2013, for a review in
the depth concept), which, in short, measures a centrality of a given
multidimensional point in a data distribution. Each point of the distri-
bution is ranked by its depth and then ordered, as we would do in the
univariate problem, allowing to obtain the central point or median.
In column (8) of Table 4, we report the halfspace median computed
using the R package mrfDepth (Segaert et al. 2023). We reiter-
ate the multivariate medians have multiple definitions and therefore

multiple solutions. However, tests with different depths definitions
(using the R package DepthProc of Kosiorowski & Zawadzki 2022,
along with mrfDepth) with our data show the medians do not dif-
fer notably from each other. It is clear the halfdepth medians agree
with the univariate medians, which supports our previous univariate
results from Section 4.3.2.

5 CONCLUSIONS AND FUTURE WORK

We put forward a framework to efficiently compare APOGEE-2 spec-
tra against a user-selected synthetic library (continuum normalised
and convolved with a Gaussian profile to match the APOGEE-2 res-
olution of 𝑅 ∼ 22, 500) by means of an Asexual Genetic Algorithm
(Cantó et al. 2009).

We compute the accuracy and precision of our method by running
tonalli for a set of simulated observed spectra derived from the
theoretical MARCS spectral library (Gustafsson et al. 2008; Jöns-
son et al. 2020) recovering their parameters, namely Teff , log(g),
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Figure 13. Corner plot of the resultant total population of the Monte Carlo realisations in tonalli for the APOGEE-2 solar spectrum reflected by Vesta,
assuming the radial velocity of the spectrum is optimised, for 𝑁 = 50 realisations. See Figure 12 for details.

[M/H], and [𝛼/M], without any appreciable bias for low temper-
ature (3200 ≲ Teff ≲ 6500 K) stars. The results demonstrate the
reliability of the tonalli framework, which we apply successfully
to the solar spectrum reflected by Vesta.

With a Monte Carlo approach, we obtain the fitted parameters and
their associated errors for the solar APOGEE-2 spectrum. We find
that convergence in the parameter distributions (for both the synthetic
set and the solar spectrum) is reached with ∼ 50 Monte Carlo experi-
ments; we defer to automate the convergence criterion to future work.
We compare several statistics figures (mean, median, mode) for the
univariate and multivariate distributions of the explored parameters,
since the parameter histograms for the model with optimised 𝑅𝑉

deviate from an unimodal distribution, owing to the synthetic stellar
library degeneracy. We find that the median univariate values are
comparable to the literature data.

This work is the stepping stone to provide reliable spectroscopic
stellar parameters for pre-main sequence stars. The present article
is intended as the first of a series, where the second will focus on
discussing the performance of tonalli on spectra of pre-main se-
quence stars and how they improve with a priori delimitation of the
parameter space. A third paper of the series will focus on a detailed
comparison of results from tonalli using different grids of stellar
atmosphere models.
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APPENDIX A: PSEUDO-CODES

A1 Spectrum normalisation

The pseudo-codes implementing the iterative normalisation of the
observed spectrum are given below ( normalisesSpectrum— Al-
gorithm 1, and SigmaClippingNorm— Algorithm 2). We use the
functions polyfit, poly1d and polyval from NumPy(Harris
et al. 2020) to fit polynomials to each chip separately, selecting
the degree of the polynomial with the smallest Bayesian Informa-
tion Criterion (BIC, Schwarz 1978). To remove absorption lines
and other outliers from the sought continuum, we apply a non-
symmetrical 𝜎-clipping each time we normalise the spectrum. For
this, we use the function sigma_clip provided in AstroPy (As-
tropy Collaboration et al. 2013, 2018). The algorithm detailing this
normalisation and 𝜎-clipping is detailed in SigmaClippingNorm
(Algorithm 2). We repeat the procedures of normalisation and 𝜎-
clip until the normalised spectrum of the previous iteration is equal
to the normalised spectrum obtained in a given repeat (procedure
normalisesSpectrum, Algorithm 1).

We show in Figure A1 the polynomial 𝑃𝑛 (𝜆) constructed from
the 𝜎-clipped red chip of the solar spectrum, for selected iterations.
In each iteration, the number of wavelengths in the 𝜎-clipped spec-
trum diminishes, as expected, since we aim to remove any noise or
absorption feature to reveal the underlying featureless continuum. In
each iteration, we construct 16 polynomials 𝑃𝑖 (𝜆) = Σ𝑖𝐶𝑖𝜆

𝑖 , with
degrees 𝑖 = 1 to 16, for the resultant 𝜎-clipped spectrum. We select
the polynomial with the smallest BIC value as the best-fitting poly-
nomial 𝑃𝑛 (𝜆), which is shown in Fig. A1 as a magenta lines. Then,
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we continuum-normalise the observed spectra 𝑆𝑜𝑏𝑠 (𝜆), dividing it
by the recently found best-fitting polynomial of the iteration 𝑃𝑛 (𝜆).
Figure A2 shows this continuum normalised spectrum for three iter-
ations. The inset at Fig. A2 shows the continuum normalised region
around the conspicuous hydrogen absorption line Br−𝜆; differences
between the continuum-normalised spectra are almost negligible.

Algorithm 1 Normalisation of the Observed Spectrum
1: procedure normalisesSpectrum(Observed spectrum 𝑆obs

𝜆
)

2: 𝑆∗
𝑏
(𝜆), 𝑆∗𝑔 (𝜆), 𝑆∗𝑟 (𝜆), 𝑛𝑏 , 𝑛𝑔, 𝑛𝑟 ← SigmaClipping-

Norm(𝑆obs
𝜆

) ⊲ Algorithm
2

3: repeat
4: for each chip do
5: 𝑃𝑛 (𝜆) ←ConstructPolynomial(𝑆∗𝑐 (𝜆), 𝑛𝑐) ⊲

Fits a polynomial of degree 𝑛𝑐 from the previous iteration, using
polyfit and poly1d,

6: end for
7: 𝑃0 (𝜆) ← 𝑃𝑏 (𝜆) + 𝑃𝑔 (𝜆) + 𝑃𝑟 (𝜆) ⊲ Piecewise

polynomial of the previous iteration.
8: 𝑆∗(𝑏,𝑖) (𝜆), 𝑆

∗
(𝑔,𝑖) (𝜆), 𝑆

∗
(𝑟 ,𝑖) (𝜆), 𝑛(𝑏,𝑖) , 𝑛(𝑔,𝑖) , 𝑛(𝑟 ,𝑖) ←

SigmaClippingNorm(𝑆∗
𝜆
) ⊲ Algorithm 2

9: for each chip do
10: 𝑃(𝑛,𝑖) (𝜆) ←ConstructPolynomial(𝑆∗(𝑐,𝑖) (𝜆),

𝑛(𝑐,𝑖) )
11: end for
12: 𝑃(0,𝑖) (𝜆) ← 𝑃(𝑏,𝑖) (𝜆) + 𝑃(𝑔,𝑖) (𝜆) + 𝑃(𝑟 ,𝑖) (𝜆) ⊲

Piecewise polynomial of this iteration.
13: until 𝑃(0,𝑖) = 𝑃0
14: end procedure
15: return normalised spectrum 𝑃(0,𝑖)

Algorithm 2 Normalisation and Clipping of the Observed Spectrum
1: procedure SigmaClippingNorm(Observed spectrum 𝑆(𝜆) or

previously normalised spectrum 𝑆(𝜆))
2: for each chip do ⊲ Each chip is treated separately from the

other two.
3: for 𝑛 = 1, . . . 16 do
4: 𝑃𝑛 (𝜆) ← PolynomialFitting(𝑆𝑐 (𝜆), 𝑛) ⊲ Fit

a polynomial of degree 𝑛 to the chip, polyfit function from
numpy.

5: 𝑅𝑛 ←
∑
𝜆

(
1 − 𝑆obs

𝑐 (𝜆)
𝑃𝑛 (𝜆)

)2
⊲ Residuals sum of squares

6: 𝐵𝐼𝐶 (𝑃(𝑛)) ← 𝑁 log(𝑅𝑛/𝑁) + (𝑛 + 1) log 𝑁 ⊲

Bayesian Information Criterion for RSS
7: end for
8: 𝑃𝑠 (𝜆) ← Select 𝑃𝑛 (𝜆) with the smallest 𝐵𝐼𝐶.
9: 𝑆𝑐 (𝜆) ← 𝑆𝑐 (𝜆)/𝑃𝑠 (𝜆) ⊲ pixel per pixel

10: 𝑆∗𝑐 (𝜆) ←Sigma_clip(𝑆𝑐 (𝜆), 𝜎𝑙 = 1.2, 𝜎𝑢 = 3) ⊲

sigma_clip function from astropy.stats.
11: end for
12: end procedure
13: return 𝑆∗

𝑏
, 𝑆∗𝑔, 𝑆∗𝑟 , 𝑛𝑏 , 𝑛𝑔, 𝑛𝑟 ⊲ Returns

preliminary continuum-normalised spectrum and the degree of
the fitting polynomial with the lowest BIC for each chip.
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Figure A1. The polynomial 𝑃𝑛 (𝜆) constructed (magenta line) following
the 𝜎-clipped observed spectrum (orange circles) in each iteration 𝑛. The
original solar spectrum is shown in the purple line.

A2 The asexual genetic algorithm implementation

The pseudo-codes of the implementation of AGA (Cantó et al. 2009)
are given below. The main routine, AGATonalli, generates the 𝑁0
parents of the zero-th generation, from which 𝑁𝑝 individuals will be
selected based on their fitness to become the parents of the subsequent
generation. The search hyper-volume decreases as generations are
created. The offspring, with their respective parameters, is fathered by
each parent in the subroutine AsexualReproduction. The fittest
individuals in the generation are then selected and they carry their
attributes (the parameters) down to the next generation. The routine
AGATonalli ends when the convergence criteria is meet. The fittest
individual from the last generation is then the best-fitting model for
the observed spectrum.
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Figure A2. The continuum normalised spectrum 𝐹𝑛 (𝜆)/𝑃𝑛 (𝜆) in three iterations. The original solar spectrum is shown in the purple line. The inset shows the
region around the hydrogen absorption line Br-𝜆 (𝑛 = 4→ 𝑛 = 11).
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Algorithm 3 Implementation of AGA in tonalli
1: procedure AGATonalli(Observed spectrum 𝑆obs

𝜆
, Library 𝑆𝜆,

𝑁0, 𝑁0, 𝑝)
Require: 𝑝 ∈ (0, 1), 𝑁0 ≥ 𝑁𝑝 , 𝑁𝑝 ≥ 2.

2: 𝑛 = 0. ⊲ Zero-th generation
3: 𝑥 (𝑖,min) , 𝑥 (𝑖,max) ←Read(𝑆𝜆). ⊲ Read

limits from either the Library or user input. Subscript 𝑖 = 1 . . . 6
denotes the stellar parameters.

4: for 𝑗 = 1, . . . , 𝑁0 do ⊲ zero-th Generation; subscript 𝑗
denotes an individual.

5: 𝑥 (𝑖, 𝑗 ) ←Random(𝑥 (𝑖,min) , 𝑥 (𝑖,max) ) ∀𝑖. ⊲

Randomly generates 𝑥𝑖 from a uniform distribution within the
intervals [𝑥 (𝑖,min) , 𝑥 (𝑖,max) ].

6: ®𝑋 𝑗 ← (𝑥 (1, 𝑗 ) , . . . , 𝑥 (6, 𝑗 ) ) ⊲ Vector parameter ®𝑋 𝑗 of the
𝑗 − th individual.

7: 𝑆 𝑗 (𝜆) ←Interpolation(𝑆∗
𝜆

; 𝑥 (1, 𝑗 ) , . . . , 𝑥 (4, 𝑗 ) ) ⊲

Interpolation from a limited number of synthetic spectra, 𝑆∗
𝜆
, to

obtain the spectrum for the individual with stellar parameters
𝑥 (1, 𝑗 ) , . . . , 𝑥 (4, 𝑗 ) .

8: 𝑆 𝑗 (𝜆) ←Broadening(𝑆 𝑗 (𝜆)). ⊲ Rotational broadening
of the synthetic spectrum

9: 𝑆 𝑗 (𝜆) ←DopplerShift(𝑆 𝑗 (𝜆)) ⊲ Doppler shift of
synthetic spectrum.

10: 𝜒2
𝑗
←Fitness(𝑆 𝑗 (𝜆)) ⊲ Fitness of 𝑆 𝑗 (𝜆), equation (1)

11: end for
12: 𝑉0 ← ( ®𝑋 𝑗 , 𝑆 𝑗 (𝜆), 𝜒2

𝑗
). ⊲ Information of the 𝑁0 individuals

in a matrix 𝑉0 of 𝑁0 × 3 dimensions.
13: 𝑉(0,best) ←Sort(𝑉0 by 𝜒2) ⊲ Sort 𝑉0 select the first 𝑁𝑝

rows. Matrix 𝑉(0,best) of 𝑁𝑝 × 3 dimensions
14: while convergence criteria are not meet do ⊲ Subsequent

generations
15: 𝑉best ← 𝑉𝑛 ⊲ Parents are the fittest individuals of the

previous generation.
16: 𝑛← 𝑛 + 1 ⊲ Number of generation
17: (Δ𝑥𝑖)𝑛 ←

(
Δ𝑥𝑖

)
0𝑝

𝑛 ⊲ Equation (2)
18: for 𝑘 = 1, . . . , 𝑁𝑝 do ⊲ 𝑘 − th best-fitting individual of

the generation 𝑛: parent
19: 𝑥 (𝑖𝑘,min) ← 𝑥 (𝑖𝑘,best) − (Δ𝑥𝑖)𝑛/2, 𝑥 (𝑖𝑘,max) ←

𝑥 (𝑖𝑘,best) + (Δ𝑥𝑖)𝑛/2. ⊲ Sides of the hyper-volume centred in
𝑥 (𝑖𝑘,best)

20: 𝑉𝑘 ←AsexualReproduction(𝑆obs (𝜆), 𝑆∗ (𝜆), 𝑁𝑝 ,
𝑥 (𝑖𝑘,min) , 𝑥 (𝑖𝑘,max) ) ⊲ Asexual reproduction of the 𝑘 − th
individual, see Algorithm 4

21: end for
22: 𝑉𝑛 ← 𝑉𝑘 ∀𝑘 ⊲ Information of the (𝑁𝑝 − 1) × 𝑁𝑝

children of the 𝑁𝑝 parents, parents included.
23: 𝑉(𝑛,best) ←Sort(𝑉𝑛 by 𝜒2)
24: end while
25: Select the fittest element from 𝑉best of the last generation:

best-fitting model for the observed spectrum.
26: end procedure

Algorithm 4 Asexual Reproduction in tonalli
1: procedure AsexualReproduction(Observed spectrum

𝑆obs (𝜆), Library 𝑆∗ (𝜆), 𝑁𝑝 , 𝑥 (𝑖,min) , 𝑥 (𝑖,max) )
2: for 𝑗 = 1, . . . , 𝑁𝑝 − 1 do
3: 𝑥 (𝑖, 𝑗 ) ←Random(𝑥 (𝑖𝑘,min) , 𝑥 (𝑖𝑘,max) ) ∀𝑖
4: ®𝑋 𝑗 ← (𝑥 (1, 𝑗 ) , . . . , 𝑥 (6, 𝑗 ) )
5: 𝑆 𝑗 (𝜆) ←Interpolation(𝑆∗ (𝜆); 𝑥 (1, 𝑗 ) , . . . , 𝑥 (4, 𝑗 ) )
6: 𝑆 𝑗 (𝜆) ←Broadening(𝑆 𝑗 (𝜆), 𝑥 (5, 𝑗 ) ).
7: 𝑆 𝑗 (𝜆) ←DopplerShift(𝑆 𝑗 (𝜆), 𝑥 (6, 𝑗 ) )
8: 𝜒2

𝑗
←Fitness(𝑆obs (𝜆),𝑆 𝑗 (𝜆))

9: end for
10: 𝑉 ← ( ®𝑋 𝑗 , 𝑆 𝑗 (𝜆), 𝜒2

𝑗
). return 𝑉 ⊲ Information of the

(𝑁𝑝 − 1) children of the parent, parent included.
11: end procedure
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APPENDIX B: INFLUENCE OF THE INPUT
PARAMETERS IN THE RECOVERY OF THE SOLAR
ATMOSPHERIC PARAMETERS

The following experiments were conducted with the APOGEE-
2 DR17 solar spectrum reflected by Vesta as our sample spectrum.

B1 Parameters controlling AGA: optimisation

We perform 108 optimisations (i.e. minimizing 𝜒2) with
tonalli, varying the input parameters 𝑁0, 𝑁𝑝 , and 𝑝

as follows: 𝑁0 = [25, 50, 75, 100, 250, 500, 750, 1000, 2500];
𝑁𝑝 = [5, 10, 15, 20] (which is equivalent to 𝑁2

𝑝 + 𝑁𝑝 =

[30, 110, 240, 420] individuals in each asexual generation), and
𝑝 = [0.4, 0.6, 0.8]. For this experiment, the number of spectra used
in the interpolations was fixed to 𝑁interpol = 2 × 2 × 2 × 2 = 16 for
the coarse interpolation, and to 𝑁interpol = 2× 2× 3× 3 = 36 for the
fine interpolation.

We introduce the variables 𝑁tot, defined as the zero-th generation
parents and their total offspring, that is, all the individuals created
in all generations of AGA in a single tonalli run, and 𝑁offspring,
the total offspring (all the individuals created after the Monte Carlo
zeroth generation), 𝑁tot ≡ 𝑁0 + 𝑁offspring. We note that neither of
the preceding variables are input parameters, but the result of the
interplay between the input parameters 𝑁0, 𝑁𝑝 , and 𝑝. We recall
from Section 2.1 that the convergence factor 𝑝 controls the hyper-
volume decrement per generation: smaller values of 𝑝 imply fewer
created generations, thus restricting the offspring 𝑁offspring. For our
models, given 𝑁𝑝 , the models with 𝑝 = 0.8 are between ∼ 2.5 and
∼ 3 times larger than the total offspring of the models with 𝑝 = 0.4.
Figure B1 shows the non-linear relationship between 𝑝, 𝑁𝑝 and
𝑁offspring.

To qualify the accuracy of tonalli at the optimisation run, we
compute the differences between the expected solar value of a given
grid parameter and the parameter of the best-fitting model against
𝑁offspring, 𝑋⊙ − 𝑋tonalli. The 108 × 4 differences are shown the
scatter plots of Figure B3: the larger 𝑁offspring is, the difference
between the solar value and the tonalli value decrease, irrespective
of the input parameters 𝑁𝑝 , 𝑝, and 𝑁0, which is the desired outcome.

We explore the combined effect of 𝑁offspring (which serves as a
proxy of both 𝑁𝑝 and 𝑝) and the input Monte Carlo zero-th generation
𝑁0, plotting in Figure B3 the differences 𝑋⊙ − 𝑋tonalli now as
function of the total number of individuals created in a tonalli run,
𝑁total. The scatter in the differences decreases with sufficiently high
𝑁total. For the parameters [M/H], [𝛼/M], and log(𝑔), 𝑁total can be
as low as ∼ 4000 individuals. However, the scatter in the effective
temperature differences shows the need of a large total population
(𝑁total ≳ 10000) to obtain an accurate result.

We remind the reader that the above results were obtained assum-
ing one Monte Carlo realisation and adopting the minimum 𝜒2 as
the FOM, which was explained in detail in Section 2.3. In practice,
we perform several Monte Carlo realisations, as explained in Sec-
tions 3.1, 4.1, and 4.2, to obtain a best-value and a credible interval
(see Section 4.3) for the solar atmospheric parameters. In this case,
the wall-clock time is a variable to take into account with limited
computational resources and/or when trying to obtain the stellar pa-
rameters for a large number of spectra. Figure B4 exhibits how the in-
put parameters impact the total computing time (the wall-clock time),
with 25 allocated CPUs of the multicore CPU (AMD Ryzen 3990X
64-Core Processor), while running simultaneously four models. Each
model in tonalli ran in parallel (using the python module parmap,
Oller-Moreno 2020). For models with 𝑁𝑝 = 5, the wall-clock
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Figure B1. The dependency of the total offspring population 𝑁offspring as
function of the number of parents per generation 𝑁𝑝 (𝑥-axis) and the con-
vergency factor 𝑝 (scatter symbols).

time scales linearly with 𝑁total, whereas for larger 𝑁𝑝 , time scales as
a fractional power of the total number of individuals, 𝑡 ∝

√
𝑁total. At

any rate, we aim for running times sufficiently low enough to ensure
total short wall-clock times when we run tonalli to obtain credi-
ble intervals for the stellar atmospheric parameters, that is, running
tonalliwith several Monte Carlo realisations.

The input parameters 𝑝 = 0.4, 𝑁𝑝 = 10 and 𝑁0 = 250 (close to or
adopted input parameters 𝑝 = 0.4, 𝑁𝑝 = 10 and 𝑁0 = 250) procures
accurate results within an acceptable wall-clock time.

B2 Parameters controlling AGA: Monte Carlo realisations

We now examine the effects of the input parameters in the accuracy
of tonalli when dealing with multiple Monte Carlo realisations.
We repeat the above experiments, switching on the Monte Carlo
procedure to obtain the so-called best-fitting solar parameters and
their associated credible interval, as done in Section 4, with 50
Monte Carlo realisations. We adopt the univariate median and the
interquartile range IQR of the Monte Carlo distributions, as explained
in Section 4.3.2.

The results are shown in Figures B5 and B6. We just show the
dependence of the medians and of the IQR values on the offspring
population, since 𝑁offspring ∼ 𝑁total. We observe in Figure B5 that
the difference between the solar expected values and the median pa-
rameters are again slightly inaccurate for certain combinations of 𝑁𝑝

and 𝑝, that is, for small 𝑁offspring. However, the accuracy improves
respect to the optimisation best-fitting results (compare with B2).
Regarding the credible interval, Figure B6 shows a clear, not unex-
pected, negative correlation of the precision of our method with the
total offspring 𝑁offspring, which is actually a correlation with both
𝑁𝑝 and 𝑝. At any rate, for accurate (𝑋⊙ − Median[𝑋] ∼ 0) and
precise ( 1

2 IQR[𝑋] ≲ 1
2Δ𝑋 , where Δ𝑋 is the MARCS grid step) de-

termination of the solar atmospheric parameters, tonalli requires
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Figure B2. Difference between the expected parameter value 𝑋⊙ and the
parameter value obtained by tonalli as function of the total offspring
𝑁offspring. For all the subplots, the number of parents per generation 𝑁𝑝 are
depicted by the color (green hues indicate smaller 𝑁𝑝 , purple hues correspond
to larger 𝑁𝑝); the size of the symbols portrays the zero-th generation 𝑁0 (a
larger symbol corresponds to a larger 𝑁0, while the symbol represents the
convergence factor 𝑝 (circle: 𝑝 = 0.4, triangle: 𝑝 = 0.6, square: 𝑝 = 0.8.
The solid horizontal line shows 𝑋⊙−𝑋tonalli = 0; the dotted horizontal lines
display ±1/2Δ𝑋 (half the grid step of the synthetic library), while the grey
rectangular area comprises differences within ±Δ𝑋 . Panel a): difference in
metal abundance, assuming [𝑀/𝐻 ]⊙ = 0. Panel b): difference in 𝛼-elements
abundance, assuming [𝛼/M]⊙ = 0. Panel c): difference in logarithm of the
surface gravity, assuming log(𝑔)⊙ = 4.44 dex Panel d): difference in effective
temperature, assuming 𝑇⊙ = 5777 K.
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Figure B3. Difference between the expected parameter value 𝑋⊙ and the
parameter value obtained by tonalli as function of the total individuals
𝑁total created in a tonalli run. Symbols are the same as in Fig. B2.

combinations of the input parameters that result in 𝑁offspring in excess
of ∼ 105 individuals.

The orange star point in the plots shown in Figures B5 and B6
represents the univariate median and the IQR of the Monte Carlo sim-
ulation distributions as described in Section 4.3.2, with the following
input parameters adopted values : 𝑁0 = 250, 𝑁𝑝 = 6, 𝑝 = 0.4. With
this choice of 𝑁𝑝 and 𝑝, we sacrifice precision (in the effective tem-
perature and to some extent, in the logarithm of the surface gravity
estimations) for computational time.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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Figure B4. Wall-clock time 𝑡 of tonalli as a function of 𝑁total, with 25
(out of 128) allocated CPUs. The dotted horizontal line marks five minutes of
elapsed real time. We include three relationships of the wall-clock time with
the total individuals 𝑁total: 𝑡 ∝ 𝑁total (solid line), 𝑡 ∝

√
𝑁total (dashed line),

and 𝑡 ∝ 𝑁
7/10
total (dot-dashed line). See B2 for details of the symbols.
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Figure B5. Difference between the expected parameter value 𝑋⊙ and the
median of the 1D Monte Carlo distribution of the solar parameter obtained by
tonalli as function of the total offspring 𝑁offspring. The orange star points
the median value obtained in Section 4.3.2. B2 for details of the symbols.
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Figure B6. Half the interquartile range of the 1D Monte Carlo distribution of
the solar parameter obtained by tonalli as function of the total offspring
𝑁offspring. The orange star points half the IQR of the 1D distribution of the
parameter obtained in Section 4.3.2. See B2 for details of the symbols.
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