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Abstract—Longwave infrared (LWIR) hyperspectral imaging
can be used for many tasks in remote sensing, including detecting
and identifying effluent gases by LWIR sensors on airborne
platforms. Once a potential plume has been detected, it needs to
be identified to determine exactly what gas or gases are present in
the plume. During identification, the background underneath the
plume needs to be estimated and removed to reveal the spectral
characteristics of the gas of interest. Current standard practice
is to use ‘“‘global” background estimation, where the average of
all non-plume pixels is used to estimate the background for each
pixel in the plume. However, if this global background estimate
does not model the true background under the plume well, then
the resulting signal can be difficult to identify correctly. The
importance of proper background estimation increases when
dealing with weak signals, large libraries of gases of interest,
and with uncommon or heterogeneous backgrounds. In this
paper, we propose two methods of background estimation, in
addition to three existing methods, and compare each against
global background estimation to determine which perform best
at estimating the true background radiance under a plume, and
for increasing identification confidence using a neural network
classification model. We compare the different methods using 640
simulated plumes. We find that PCA is best at estimating the true
background under a plume, with a median of 18,000 times less
MSE compared to global background estimation. QOur proposed
K-Nearest Segments algorithm improves median neural network
identification confidence by 53.2%.

Index Terms—LWIR Hyperspectral Image, Gas Plume Identi-
fication, Neural Network, Background Estimation, Segmentation

I. INTRODUCTION

YPERSPECTRAL imaging (HSI) is increasingly useful
and versatile, with applications ranging from environ-
mental monitoring and medical diagnosis to national secu-
rity [1]-[4]. HSI captured in the long-wave infrared (LWIR)
electromagnetic spectrum is particularly useful in gas plume
analysis due to many gases having unique “finger prints”
in LWIR wavelengths [5]], [6]. Gas plume analysis can be
broken into three main tasks: detection, identification, and
quantification (the first two steps are shown in Figure [I).
Detection is the process of determining which pixels in
an image contain a gas of interest, typically with the use
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of a matched filter, adaptive coherence estimator, or similar
detectors [7]], [8]. Once a potential gas plume, or region of
interest (ROI), has been created from the detection stage, a
separate model is used to identify the gas or gases in the
plume. This identification step helps to reduce false positives
from the detection step, and to distinguish between similar
spectral signatures [9]]. Popular identification models include
Bayesian model averaging, step-wise linear regression, and
more recently neural network based models [[10]-[|14]. Lastly,
once the plume has been identified, the quantity and tem-
perature of the gas plume can be estimated [15], [16]. This
analysis workflow has allowed gas plume analysis to be ap-
plied to application areas such as industrial and environmental
monitoring and disaster response [17]-[19].

The development of detection, identification, and quantifica-
tion algorithms depends on understanding the radiative transfer
equation for gas plumes. More detail about the radiative
transfer equation will be given in Section[[l} For simplicity, it is
common to use the additive model (or signal plus noise model)
instead of the full radiance equation. The additive model states
that for a gas plume with one gas, the observed radiance for
any pixel is modeled as

L =Loss +¢s, (D

where L,y is the “off plume” or background radiance, v is
a signal strength scalar, where ¢ = 0 indicates a pixel with
no plume present, and s is the shape of the gas or target,
more specifically the gas’s absorption coefficient. To isolate
the shape of the gas s scaled by v, we must estimate and
subtract the background L.

In LWIR HSI, several factors contribute to variation of the
background signals, including different background surface
materials, temperatures, sensor noise, and natural variability
of spectral signatures. As a result, it is common to assume
that L, ¢ follows a multivariate normal distribution with mean
g and covariance X,. This assumption is the foundation
of many algorithms including the matched filter, adaptive
coherence estimator, step-wise linear regression, and Bayesian
model averaging [7]. The assumption also allows for spectral
“whitening” which suppresses background effects and high-
lights important spectral features from the gas. It is described
as

L=3,"3L- py). )

Since p, and X, are often estimated using all pixels in a
scene, this approach is referred to as a “global” algorithm.
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Though the normality assumption is useful to develop
detection and identification algorithms, real images typically
do not satisfy the assumption [6]. When these assumptions
are not satisfied, detection algorithm performance suffers [20]],
prompting research in alternative background modeling strate-
gies for detection [21]. However, background modeling for
identification purposes has been less studied.

This paper focuses on improving neural network identi-
fication performance of whitened gas signatures. Since the
whitened signatures are standardized before being passed into
the neural network, accurate background estimation plays a
critical role in gas identification. We consider three non-
spatial methods for estimating background radiance, namely
principal components analysis, K-means clustering, and K-
nearest neighbors, along with two spatial methods, namely the
annulus method and K-nearest segments (see Figure[I|for anal-
ysis pipeline and methods). These methods are evaluated by
comparing background radiance estimation performance and
gas identification performance, benchmarked against standard
global background estimation methods.

This paper has three main contributions to the field of
background estimation. First, we have adapted and directly
compared existing background estimation techniques for gas
plume identification. Second, we proposed two new methods
for background estimation, namely K-nearest neighbors and K-
nearest segments. Third, we simulated 640 plumes allowing us
to analyze background estimation performance across different
signal strengths and over many different backgrounds.

We structure our results as follows: Section [[| provides addi-
tional detail on the radiative transfer equation, highlighting the
importance and difficulty of background estimation. Section
demonstrates how existing methods can be extended to
identification, along with our proposed methods. Additionally,
a description of the neural network identifier and our plume
simulation algorithm is given. Section [[V|compares the perfor-
mance of each background estimation method when applied
to both background radiance estimation and identification
confidence. We also include an analysis of hyperparameter
tuning and sensitivity for each method. Lastly, Section [V]
summarizes conclusions and future works.

II. BACKGROUND

The development of many detection and identification al-
gorithms begins with the radiative transfer equation. This
equation describes what a sensor “sees” and specifically how
the presence or absence of a gas plume influences the observed
radiance. Understanding the equation will demonstrate the
importance and difficulty in estimating the background radi-
ance, and motivate the development of background estimation
strategies.

A full description of the radiance transfer equation is found
in [17]. It is described by the background, or “off plume”
radiance, and the effects from the gas. These terms are
described as:

Lofs = Lu + Ta(eng + ngD)a 3

L=Lys+nar, (B, — B, — p,Lp), )

where Ly, Lp, and 7, are the atmospheric upwelling, down-
welling, and transmission respectively. €4, py, and B are the
background surface emissivity, reflectance, and blackbody ra-
diance at temperature 7;,. When a plume is present, n., o, and
B, are the gas plume’s concentration pathlength, absorption
coefficient, and blackbody radiance at temperature 7;,. When
a plume is not present n. = 0 and L = L,s;. Each term
except for n. is a vector where each element corresponds to
an observed wavelength A, and element wise multiplication is
used.

Equation [] demonstrates the importance of background
estimation. The observed signal L is primarily composed of
the background L, s, and the slight differences caused by the
interaction of the gas with the background radiance passing
through it. Therefore, if it is possible to estimate the back-
ground terms, the effects the gas has on the observed signal
can be isolated. Once the gas’s effect is estimated, detection
and identification of the gas can proceed by comparing the
estimated signal to a library of known gas signals.

Equation [d]is also the foundation of the simplified additive
model. In the additive model from Equation [T} the L, term
remains the same, while the target s represents «T,, and
the signal strength ) represents n.(B, — ¢,B; — p,Lp).
The additive model is an approximation since ) should be a
vector, and there are background effects, namely €4, B, and
pg. that are present in both the L, and ¢ terms. However,
it is a useful model to develop detection and identification
algorithms.

A. Detection and Identification

The purpose of the detection stage is to determine if a
known signal of interest is present in the image. Though
there exist many detection algorithms, the adaptive coherence
estimator (ACE) is primarily discussed here (for a more in-
depth description of ACE and other detection algorithms, see
(18] and [22]). Using Equations |I{ and [2}, s = 29_1/28 for a
signal of interest s, and assuming that Loss ~ N(pg,X),
the ACE detection score is defined as:

(3TL)?
(373)(L7L)
Thresholding and region merging is used to automatically
create ROIs.

ACE has a constant false alarm rate based on the chosen
threshold. The purpose of identification algorithms, such as
Bayesian model averaging and step-wise least squares, is to
reduce the false alarm rate and determine whether a mixture
of gases is present. This work focuses on the single gas
identification case, specifically using a neural network.

The neural network is trained as a classifier to take an
input whitened signature and to determine its identity from
a provided spectral library. Since a ROI contains many pixels,
the average whitened pixel, or superpixel, is found as

_ 1 <~
L == L,.
ROI n; i

This is then standardized before being passed as input to the
neural network identifier (NNI). The NNI is trained on millions

ACE(L, s) = 5)

(6)
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Fig. 1. Example of gas plume identification process: 1. False color LWIR image from the Los Angeles Basin with a simulated N2O plume (shown in red). 2.
ACE detection map for a reference N2O signal at 280K and a globally estimated background. 3. Automatically created regions of interest (shown in white).
4. The various background estimation strategies once a ROI has been created, where each method is applied to a single example pixel in the ROI. Green
shading indicates which pixels are being used in the estimation process with the exception of K-means++, which shows the cluster assignments, and K-nearest
segments which shows the image segmentation boundaries. 5. Individually whitened ROI pixels, and the final averaged whitened spectral signature (black).
Example was whitened using the K-nearest segments background estimation with 32 minimum-pixels, complete linkage, and background target separation. 6.
A basic overview of the neural network identifier architecture. 7. Neural network prediction confidences. For reference, the top three predictions using global
background estimation are None (4.4%), Calcium Sulfate (4.1%), and N2O (3.5%).

of generated examples of known gas signatures s and provides
a determination of which 5 a given Lro; most resembles.
More details on the NNI are in Section

The whitening transformation is based in statistics, namely
“spherizing” the general multivariate Gaussian distribution to
be a standard normal multivariate Gaussian distribution, as
seen in Equation@ where p, is subtracted from L. However,
one benefit of using a NNI is that it does not enforce or
require any strict distributional assumptions on the signal it
is trying to identify. This is of particular benefit given that
it has been shown that HSI do not satisfy the normality
assumption [6]], [20], [21], [23]|-[25]. We therefore investigate
the whitening transform from its relation to Equation[d} instead
of its statistical construction.

Based on Equations [T]and 2] we try to isolate the gas effect
s by removing the effect of the background L,¢s. Since the
global approach assumes that L, is normally distributed, it
subtracts the maximum likelihood estimate of L.y, which is
pg. Though pg is in theory a good estimate of L, overall,
it is not likely to be a good estimate of any specific L,y in a
ROI, not least because the assumption is not satisfied. Having
a poor estimate of L,s; will lead to an Lro; that may not
match well the true s, leading the NNI to have less confidence
in its prediction of what gas is present, or misidentify the gas
entirely. This problem is further exacerbated when considering

complex scenes, like urban environments, where plumes are
likely to pass over multiple unique backgrounds [26]].

We propose to investigate better ways to estimate Lgsy
that do not depend on the normality assumption, and that
use additional information available in an image. For the
purpose of isolating the effect that L.y, estimates have on
identification performance, we still use the globally estimated
Y4 in the whitening process. Further research on alternative
whitening approaches should include a study of different
estimates of ¥.

III. METHODS

There has been much research in the field of background
modeling, particularly for detection [21]]. However, there is a
notable distinction between detection and identification. Detec-
tion is applied to each pixel independently, while identification
takes the aggregate of all individually whitened pixels in a
given ROIL. This means there is a spatial component with
identification since the ROI is a collection of nearby, possi-
bly heterogeneous, pixels. Consequentially, many background
modeling methods previously applied to detection will need
to be modified for the purpose of identification.

We tested five methods, and compared each against global
background estimation. There are two main categories of back-
ground estimation methods, spatial and non-spatial. Spatial
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methods use the spatial structure of an image, while non-
spatial methods treat each pixel independent of location. Two
of the five tested methods are new, and, to the best of our
knowledge, have not been applied to gas analysis in LWIR
HSI. The remaining three methods have been used in gas
plume detection and quantification, but not in identification.

The tested methods are K-means++ clustering (KMeans),
principal components analysis (PCA), the annulus method
(Annulus), and our new proposed methods of K-nearest neigh-
bors (KNN) and K-nearest segments (KNS). Figure [I] gives a
brief visual description of how each method works.

For each method, the ROI is morphologically dilated four
times in succession to create a guardrail of pixels not to be
included in the background estimation. This is done so that
weak gas signals on the edge of a plume that fail to reach
the detection threshold, do not contaminate the background
estimates. We will refer to the set of ROI pixels as R, and
the set of non-ROI pixels, excluding pixels in the guard rail,
as V.

Global background estimation does not have any hyperpa-
rameters, which makes it an attractive option. Every other
method that we consider has one hyperparameter to tune
except for KNS having three. The choice of hyperparameter,
often simply k for the number of clusters or number of
pixels to use, will alter the performance of each background
estimate. An exploration of the optimal hyperparameters and
hyperparameter sensitivity is discussed in Section [V-C|

A. Global

Global background estimation is the baseline method
against which each of the following methods is compared.
The Global estimate is found as the average of the pixels in
N This single background estimate is calculated and used for
each pixel in R.

The primary benefit of using the Global estimate is that it is
fast and easy to compute and has been shown to be successful
in some circumstances even though the normality assumption
does not hold [22]]. However, for plumes that traverse rare
backgrounds, or when the normality assumption is particularly
mismatched, the Global estimate may not estimate L, ;¢ well.
Furthermore, a plume that traverses multiple backgrounds
may produce a noisy whitened signal when using the Global
estimate since the same background is subtracted from each
pixel in R.

B. K-Means++

K-means clustering is a popular clustering algorithm [27].
We specifically use the K-means++ algorithm, which has
improved seeding to speed up convergence, though we will
simply refer to it as KMeans [28]. KMeans, and related
clustering algorithms like Gaussian mixture models, have been
used to improve detection performance [21], [29]. It has also
been used to model background radiance for the purpose of
quantification [15].

In our implementation, the %k clusters are fit on N. For
each pixel in R, the Euclidean distance between each of the
k cluster centers is calculated. The background estimate for

the pixel is the cluster center corresponding to the smallest
Euclidean distance.

In contrast to the Global estimate, this method finds a set
of k different backgrounds. This is particularly helpful when
a plume traverses many backgrounds, as each one should be
taken into account. KMeans may be less beneficial for the case
of rare backgrounds, as rare backgrounds may be included in a
larger cluster, which the choice of k will impact. Furthermore,
as seen in Figure I KMeans tends to create cluster centers
according to apparent surface temperature, and not emissivity
characteristics. If a particular background has a unique spectral
shape, the cluster center may not characterize this well.

C. Principal Components Analysis

PCA is a popular dimensionality reduction method that
works by finding a set of linearly independent vectors aligned
with the direction of the most variance in the data [30].
These principal components are sorted from most variability
explained to least. In gas plume analysis, PCA is often used
to define a subspace that describes the background materials.
This approach has been used to improve both detection and
quantification of gases [16], [31[], [32].

The principal components are found using A. Then, each
pixel in R is projected onto the subspace spanned by the
principal components. Since PCA is fit on N/, the projection
should in theory be a sufficiently faithful reconstruction of
L,ss [16]. The projection is used as the estimate of L, on
a per pixel basis. This method is again fast and simple, though
the user must choose how many principal components to use.

It should be noted that it is best practice to ignore the
channels where a gas of interest is most prominent [16].
However, we have the more difficult challenge where we
assume no a priori information about the gas in the ROI, and
therefore cannot ignore any channels. In practice, if a ROI
has detections for several different materials, a different PCA
background could be estimated for each detected material.

D. K-Nearest Neighbors

KNN is a classic machine learning algorithm that can
be used for both classification and regression [33]. KNN
has been used in other fields of hyperspectral analysis such
as image classification [34)|—[]37]]. It has also been used for
automatic bandwidth selection for kernel density estimation
for background modeling, but, to the best of our knowledge,
it has not been used solely for background estimation [38],
[39]I.

For background estimation, A’ is used as the training
dataset. For each pixel in R, the background is estimated as the
average of the k pixels in A/ that have the smallest Euclidean
distance. It should be noted that “nearest” is defined in terms
of spectral distance and not spatial distance.

KNN can theoretically be slow to calculate depending on
the sizes of N and R, however with modern computation
power, particularly with GPU acceleration, it is not a practical
limiting factor. Similar to KMeans, KNN helps with plumes
that traverse multiple backgrounds, since each pixel has its
own background estimate. It is also able to handle the case
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of rare backgrounds, as long as an appropriate k is chosen,
and the rare background is present outside of the guard rail of
pixels.

KNN suffers from a similar problem as PCA, in that the
Euclidean distance will increase by using wavelengths in
which the gas signal is most prominent. This problem is
exacerbated for strong gases that have larger thermal contrasts
or pathlength concentrations. However, a plume strong enough
to significantly disrupt Euclidean distance is likely strong
enough to be easily detected and identified using a Global
background. In our study, we focus on weak plumes that do
not significantly increase Euclidean distance.

In practice, if the number of gases of interest is small,
then multiple backgrounds could be calculated by ignoring
each gas’s prominent wavelengths. Additionally, other ROI’s
suspected to contain the same gas found in R should not be
included in N.

E. Annulus Method

Annulus is the first background estimation algorithm that
includes spatial information to estimate the background and is
therefore considered a local background estimation technique.
This approach has been used to make improved local detectors
[20], [40], [41].

For detection, an annulus is grown around a single pixel.
We extend this to a gas plume by successively dilating the ROI
guardrail k times, and removing the guardrail and ROI pixels
from the calculations. The background is then estimated as the
average of all pixels in the annulus around the ROI. Similar to
the Global estimate, the annulus produces a single background
estimate used for each pixel in R.

In a small enough area, neighboring pixels should be
spectrally similar to each other. This can be exploited for
background estimation since the clean pixels around a ROI
should be of a similar background to the contaminated pixels
in R. However, if a plume is traversing many background
materials, or the annulus is too large, the average may not
be a good estimate of any of the non-dominant backgrounds.
These shortcomings are the result of the annulus using only
spatial information and being ignorant of spectral differences.

F. K-Nearest Segments

Each of the previous methods offer benefits over Global
estimation, but also have shortcomings. KNN is able to handle
multiple and rare backgrounds in a plume, but suffers from
plume contamination. Annulus uses the spatial information
from the image, but is unaware of the fact that backgrounds
will also vary in space. In [26], a “fuzzy annulus” was created
by using an ensemble of watershed segmentations, however the
method was complex, computationally expensive, and hard to
tune for many different plume morphologies. We propose the
KNS method that aims to exploit the benefits of each of the
previous methods, while reducing the downsides of each, and
is easier to tune for many different plume morphologies.

It begins by extracting more spatial information from the
hyperspectral image using image segmentation. Image seg-
mentation is used to break the image into many different

background regions of homogeneous pixels [42]], each treated
individually. Though there exist many image segmentation
algorithms, we use watershed segmentation due to it being
unsupervised and adapted for use with HSI [43]. Further
investigation of how other segmentation algorithms affect
performance is needed.

Let Sk be a set containing all segments that contain ROI
pixels, and Sy be a set containing all segments that contain
non-ROI pixels. There exist many possible ways to measure
the similarity, or distance, between all pairs of segments from
Sr to Syr. To use all the information from all the pixels in a
segment, we use linkage functions from hierarchical clustering
to measure the similarity between pairs of segments [44].
We consider single, complete, and average linkage functions,
defined respectively as:

D,(A,B) = i d(a,b) (7
Dc(A,B) = max da,b) (8)

DAB) = e S dat) )

acAbeB

where A is a segment from Sz, B is a segment from Sy,
and d(a,b) is the Euclidean distance between two spectral
signatures, though other distance functions may be beneficial
[45], [46]]. The single linkage Dg is the shortest distance
between all pairs of points in two segments. Complete linkage
D, is similarly the largest distance, and average linkage D,
is the average of all pairs of distances. The choice of linkage
function is one of the three hyperparameters for KNS.

We let the hyperparameter k represent the minimum number
of pixels to be used to estimate the background, instead of
the actual number of neighboring segments. This is done
because segments can be of drastically different sizes, leading
to different computation times for similar k& values. Thus k is
the second hyperparameter for KNS.

Consider a specific segment S, € Sir. Create a collection
of non-ROI pixels S,, by ordering the segments from Sy
according to their similarity, and combining the most sim-
ilar segments until there are at least k pixels (|S,| > k).
Let L; represent “clean” pixels from S,, and L; represent
“contaminated” pixels from S,. A modified version of the
additive model is used with L; = L, ¢f + 1;t, where the
signal strength is a vector and element-wise multiplication is
used for 1;t. If we assume that p; = O for all pixels in S,,,
we can model L; = Lyys. If we assume that all pixels in
Sy and S,, have the same background L,¢, then one way to
estimate the background is by solving

DL = Logsl*.

L;eS,

(10)

1
min —
Loss |Shl

This is equivalent to finding the background L,s; that mini-
mizes the mean squared error (MSE) between the non-ROI
pixels and the estimated background. The solution is the
average of the non-ROI pixels in S,,.
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However, L; is also modeled with L. The information
contained in the contaminated pixels can be included into the
background estimate by solving

1
min L,—L 24
L |2; [ILi = Log/l|
1 _
IS, | > IE = Loy + it)||? (b
! L;€S,

where a second MSE term is included between the contami-
nated pixels and the additive model.

We call this process background-target separation (BTS).
This can be solved numerically using the L-BFGS-B algorithm
[47], instead of iteratively as proposed in [46]. The constraints
are added to enforce the target shape staying in t, and the
non-negative scale values staying in 1p;. The direction of the
constraint of ; can be switched to be non-positive if the
plume is suspected of being in absorption, or cooler than the
background material. The third hyperparameter is whether to
estimate the background using BTS from Equation [T1] or to
not include the contaminated pixels by using Equation [I0]

Compared to KNN, the use of a linkage function should
reduce the impact that the gas has on skewing the distance
calculations between pairs of pixels. Compared to Annulus,
KNS uses more spatial information as segmentation allows
KNS to use locally homogeneous regions of pixels that are
separated according to changes in background materials. Un-
like Annulus, which is restricted to pixels nearby the ROI,
KNS is able to search the entire image for similar segments,
allowing it to handle the case of rare backgrounds similar to
KNN.

This method is more computationally expensive than the
others because it requires image segmentation, pairwise dis-
tances of segments, and solving a potentially large optimiza-
tion with BTS, but the use of multiprocessing and GPU
acceleration make it tractable.

G. Neural Network Identifier

Similar to the ACE detection algorithm, the standard iden-
tification algorithms are based on the normality assumption
and the additive model. On the other hand, neural network
based models need not enforce specific distributional or linear
assumptions. This makes them well suited to the task of gas
identification, particularly when considering a large library of
reference materials [[14], [48], [49].

The NNI used here is extended from [48]]. The network
is based on a relatively simple architecture that uses 1-
D convolutional “squeeze-excite” (SE) blocks to efficiently
reduce data representation sizes, and create a rudimentary
attention mechanism [50], [51]. Figure @] gives a visualization
of the architecture of our NNI. The input is the 128 channel
whitened signature, which is passed into four successive SE
blocks with filter sizes of 512, 256, 128, and 64. The final SE
block gets flattened, passed into a batch norm layer, a 30%
dropout layer, then a final linear layer.

Classification

Fig. 2. Diagram of the NNI architecture. The input is a 1-D vector, which
is then passed through four squeeze-excite blocks, before being passed into a
batch norm layer, and a final softmax layer for classification.

The final linear layer produces an output strength for each
class, where a larger value indicates the model is more
confident that the given class is correct. Applying the softmax
to the response strengths converts it into a pseudo probability,
which is interpreted as identification confidence. Typically, the
material with the highest identification confidence is selected.

The size of the final linear layer depends on how many
materials are of interest. We use a library of reference sig-
natures produced by Los Alamos National Laboratory, Pacific
Northwest National Laboratory, and commercial sources. Our
final output layer contains approximately 10,500 materials,
where only about 2,500 are gases. Though this is a general
model that aims to identify gases and solids, we are focused
on how to improve this model’s gas identification performance.

To train the model, example spectral signatures are gener-
ated that mimic what would be seen in the real world, using
a modified form of Equation [}

Ltrain =

neat,(B, — €,By — pyLp)
+(1 = neo)(Lgp — Logy).

The second line adds noise to the training signal by simulating
imperfect background subtraction. For generating a sample
from a given real world image, the terms 7,,Lp,Ly can
be estimated. The terms €4, py, By can be estimated from
the global mean p, using standard temperature-emissivity
separation techniques (TES) [[17]], and the sample imperfect
background L, is computed as the average of a random
rectangle of pixels. Library reference signals for a gas at
a certain temperature are used for o and B,. A large or
small n. can then be chosen to create a strong or weak gas
signal, teaching the network to learn how to identify gases
with varying levels of signal to noise.

This method of signature generation allows the creation of a
dynamic training generator, as opposed to the traditional fixed,
static datasets typically used to train neural networks. For each
epoch, 20 images are randomly selected from a pool of 4000.
Each cube will be used to generate 12,000 example signatures,
for a total of 240,000 training samples per epoch. The model
is then trained for 100 epochs with a minibatch size of 64,
using an Adam optimizer [52], and the binary cross entropy
loss function.

12)

H. Gas Plume Simulation

To evaluate and compare the performance of each method,
plumes with a known background are needed. Unfortunately
such ground truth data is generally difficult to collect and
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plumes.

Library reference absorption signatures (o) used to simulate gas

unavailable. We therefore simulate, and implant gas plumes
into existing images, creating a large dataset of testing images.

Ten images from the Los Angeles Basin in California were
used for simulation. These images, and the preprocessing steps
used, are similar to those found in [19]. These images have
a pixel resolution of 128x2600, with 128 spectral channels
ranging from 7.56 — 13.16um. A Gaussian plume dispersion
model, with an added random wind component, was used to
generate the shape and concentration of the plume [53]].

The time averaged plume concentration was scaled between
zero and one such that one represents the maximum plume
density and zero represents no plume. The relative plume
density is used to linearly model the plume’s temperature
and pathlength concentration n.. Each plume has a minimum
temperature of 280K, that approached an ambient temperature
of around 290—310K, meaning the plume signals were almost
always in absorption. TES and atmospheric estimation tech-
niques were used to estimate non-gas related terms in Equation
on a per-pixel basis [17].

Figure [3] shows the reference library gas absorption signa-
tures o used to simulate our plumes. They are sorted with
relatively narrow feature gases first, namely SFg, CoHo, CHy,
Freon 11, and N>O, followed by the wider feature gases SOo,
Freon 12, and NHj3.

As seen in Figure [3} each gas’ maximum absorption is at
a different order of magnitude ranging from 10~ to 1072,
Since each gas was simulated to have a similar thermal contrast
term, the choice of n. will largely determine the strength of
the signal, and it will be different depending on the maximum
absorption coefficient. Using ACE detection at a threshold to
produce a constant false alarm rate of .5%, we found the n.’s
that resulted in an average true positive rate from a simulation
of 100 plumes for each gas.

This allowed us to create several categorize of signal
strength that can be compared across the different gases.
We chose to explore true positive rates ranging from 10%,

representative of a very weak signal, to 80%, indicative of a
very strong signal. Simulating across 10 images, eight gases,
and eight signal strength categories, we produced 640 plumes,
allowing us to determine whether there are performance or
hyperparameter trends for different gases or signal strengths.

IV. RESULTS

We are interested in two aspects of background estimation.
The first is how well a method estimates the true back-
ground radiance underneath a plume. In theory, the better
the background radiance estimate, the better the detection and
identification performance. We are also interested in how a
method is able to change the NNI prediction confidence of
the true gas. The goal is to determine which methods will be
able to increase the identification confidence, and lead to more
accurate analyses and conclusions.

A. Background Estimation

The first task we investigate is in background radiance
estimation. For this, we measure the MSE between the true
background radiance and the estimated background radiance
for each pixel in a plume, with the goal to minimize the
MSE. We first compare the raw MSE values for each method
aggregated across all 640 images. Figure [ shows the distri-
bution of MSE values of each plume for each method, along
with each method’s respective MSE relative to Global MSE
for the specific plume. For example, for a specific plume, an
improvement of two indicates the method has half the MSE
compared to Global.

Overall, PCA has the best background estimation perfor-
mance, followed closely by KNN, then KMeans, KNS, and
Annulus. The spatial methods are less performant than the
non-spatial methods, though all methods generally perform
better than Global. In Figure ff] each method has approximately
an order of magnitude more MSE than the previous going from
left to right. KNN and KMeans have the least spread in MSE,
meaning they have a fairly consistent background estimation
performance. This is in contrast to PCA, KNS, and Annulus
that have larger variances, meaning they can have small MSE,
but have a larger median MSE.
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TABLE I
MEDIAN BACKGROUND ESTIMATION MSE AND IMPROVEMENT

Method | MSE | Improvement
PCA 0.5 18,855.1
KNN 3.6 2,420.6

KMeans 39.6 227.8
KNS 1,098.7 7.9

Annulus 5,778.9 1.4
Global | 10,159.7

The right panel of Figure ] shows the ratio of the Global
MSE and the method’s MSE for each plume. The trend
matches what was seen previously, where PCA has the largest
improvement over Global, with Annulus having the least
improvement. The dashed line indicates a method MSE that
is equal to the corresponding global MSE. Annulus is the
only method that occasionally has a larger MSE than Global
because there are some improvement values less than one.
PCA has the largest variance in improvement, ranging from
as low as 116 all the way up to 2e7, with a median of around
18,800 times less MSE than Global. Table [[] shows the median
MSE and improvement values for each method.

We are also interested in the impact that signal strength has
on the performance of each method. Figure [5] shows the MSE
of each method when aggregated by signal strength. Despite
being the best performing method, PCA is most influenced by
signal contamination having an exponential increase in MSE
as signal strength increases. KNN and KNS have increasing
MSE trends, however, they are less prominent than that of
PCA. This suggests that these methods will benefit the most
from having a priori information, where the wavelengths that
the gas has its strongest spectral features are ignored.

KMeans, Annulus, and Global have little, if any, trend with
signal strength. This suggests these methods may be more
suited to the general case of no a priori information. However,
compared to PCA and KNN, these methods do not perform
as well in estimating the true background radiance values.

B. Identification Confidence

Next, we consider how different background estimates
change our NNI confidence. This value is found as the softmax
of the final linear layer of the network, which results in a
percentage value between 0—100% representing how strongly
the network assigns confidence to a given class. We want
to maximize this value, as it suggests the network is more
confident in its prediction of the true gas.

Similar to the background estimation task, NNI confidence
is calculated for each plume and the distribution of these
confidences is examined, presented in Figure [f] KNS results
in the overall highest confidence, followed by Annulus, KNN,
PCA, and lastly KMeans. Again, each method generally offers
higher confidence compared to Global, though the spatial
methods outperform the non-spatial methods. That is, the top
two performing methods for identification are the bottom two
performing methods in background estimation.

Regarding the improvement factor over Global, the values
are much closer to unity than for MSE. This is because NNI
confidence is bounded above, resulting in improvement ratios
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Fig. 5. Plot of the distribution of MSE scores for each method when
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TABLE I
MEDIAN IDENTIFICATION CONFIDENCE AND IMPROVEMENT

Method | ID Confidence | Improvement

PCA 71.2% 1.15
KNN 79.0% 1.25
KMeans 49.9% 1.05
KNS 91.4% 1.65
Annulus 87.6% 1.38
Global 38.2%
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being generally lower. In the cases where improvement factors
are in the range 10—100, Global confidence is exceptionally
low. Median performance improvement again shows that KNS
and Annulus result in greater improvements. It should be noted
that the 25 percentile for each method is slightly above unity,
indicating each method is expected to improve confidence over
global about 75% of the time.

Our NNI generally does not have the same level of confi-
dence for each gas. Figure [/| shows the distribution of confi-
dences for each gas when using Global background estimation.
Our NNI has high confidence for SFg and CH, regardless of
signal strength, whereas the NNI has low confidence for CoHy
and N5O regardless of signal strength. The remaining gases
have near uniform confidence, meaning the model increases
in confidence as signal strength increases. It should be noted
that this difference in confidence by gas is likely unique to our
model specifically, and not necessarily the different spectral
characteristics of the gases.

Because the NNI has the most difficulty in identifying
CoHs and N»O, it is helpful to understand how each method
improves confidence for these gases specifically. Figure [§]
shows how each method performs when identifying CoHy and
N5O. The median Global identification confidence for each
gas is 4.3% and 6.5% respectively. Each method generally
improves upon this, with KNS having median confidences of
16.3% and 42.9%. In terms of the improvement factor ratio,
KNS has a median of 2.6 and 3.1, followed closely by Annulus
with 1.7 and 2.9.

These results demonstrate the benefits of using non-Global
background estimation techniques. Particularly, the spatial
methods KNS and Annulus provide the largest benefits in iden-
tification performance. These methods, in addition to raising
general identification confidence, provide notable increases in
confidence for gases which are difficult to identify.

C. Hyperparameter Selection

Each background estimation method requires a choice of
one hyperparameter, with the exception of KNS which requires
three. Since each plume is different, the optimal choice of
hyperparameter will likely be different for each plume. In the
aggregate of 640 plumes, there are common hyperparameter
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Fig. 8. Identification confidence for hard to identify gases CoHga and N2O.
The top row shows the raw confidence values, the bottom row shows the times
improvement compared to Global.

choices which can be used as default values, guiding hyper-
parameter selection for new plumes.

For each method and each plume, a grid search of hyper-
parameters was tested to determine which results in the best
performance [54]]. For background estimation, the search finds
the hyperparameter that produces the smallest MSE, while for
identification confidence, the search finds the hyperparameter
that produces the largest confidence. We used the Optuna
package in Python to facilitate the hyperparameter search
[55[]. All of the previous figures illustrate results using the
optimal hyperparameter for each plume.

For PCA, the number of components used was found within
the range 1—127. For KNN, the number of neighbors was
found within the range 1—127. For KMeans, the number of
clusters was found within the range 2—128. For Annulus, the
number of dilations was found within the range 1—127. For
KNS, the number of minimum number of pixels found for
values 2" with n € [2,11]. The linkage function options are
either single, complete, or average. Lastly, there is a binary
choice of whether or not to use BTS, where true is to use
BTS, and false is to not use BTS.

Table [IT] shows the most common choices of hyperparam-
eters, as well as the median value for each hyperparameter
where applicable. We find that for background estimation,
PCA, KMeans, and KNS prefer many components, clusters,
and pixels respectively. In contrast, KNN and Annulus pre-
fer few neighbors and dilations, respectively. However, for
identification every method prefers a lower hyperparameter
value. For KNS’s two other hyperparameters, average linkage
is preferred for background estimation while single linkage is
preferred for identification confidence. Similarly, using BTS
is preferred for background estimation, but not preferred for
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TABLE 11T
COMMON HYPERPARAMETER CHOICES ACROSS ALL PLUMES
Background Identification
Method Mode  Median Mode  Median
PCA 127 127 1 26
KNN 6 9 1 5
KMeans 128 124 2 77
Annulus 1 10 1 5
7777777 20487 7 72356 [ T T4 T T 716
KNS | Average Single
True False
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Fig. 9. Optimal choice of the number of components for PCA for both
background estimation and identification confidence.

identification.

It was found previously that PCA produces the best back-
ground radiance estimates, however, MSE increases as signal
strength increases. There is also a hyperparameter trend for
PCA with signal strength as shown in Figure [9] For back-
ground estimation, 127 components is chosen for all plumes
with strengths in the range 10—30. In the signal strength
range 70—80, there is a preference for fewer components,
specifically medians of 48 and 22 components respectively.
This trend is also present in the identification confidence task,
however, weak plumes prefer around 40 components, while
strong plumes prefer around 10 components.

KNS is found to generally produce background radiance
estimates slightly better than Global and to notably increase
identification confidence. The optimal hyperparameters for
background estimation and identification confidence were
found to be different, particularly in whether or not to use BTS.
Table summarizes how many times each hyperparameter
option was found to be the best performing choice. We
find that for background estimation, BTS is only slightly
preferred being used 51.4% of the time, while for identification
confidence BTS is only preferred 35.9% of the time. Similarly,
average linkage is preferred for background estimation, while
single linkage is only slightly preferred for identification
confidence. This suggests that for identification confidence,
BTS is not optimal, which will reduce computation time, and
the choice of linkage function is not as important.

This investigation highlights how sensitive each method is
to its choice of hyperparameter. It would be preferred that a
method not be sensitive to its choice of hyperparameter, as
this would make the method easier to apply to many plumes.

TABLE IV
KNS HYPERPARAMETER CHOICES

Hyperparameter | Background | Identification
Single 90 (14.1%) | 268 (@1.9%)
Linkage:  Complete 111 (17.3%) 211 (33.0%)
Average 439 (68.6%) 161 (25.1%)
7777777 True ™ ~ 7| 3297(51.4%) | 2307(35.9%) "
. 9.
Use BTS”:  pylge 311 (48.6%) | 410 (64.1%)

Taking the standard deviation (STD) of the response values
from our hyperparameter search can give a measure of how
much the response varies with different choices of hyperpa-
rameters. For example, considering background estimation, if
a method has a small STD of the MSE values from all choices
of hyperparameters, this suggests the method is not sensitive to
the specific choice of hyperparameter, as each hyperparameter
produces a similar MSE.

Figure shows the distribution of how sensitive each
method is to the choice of hyperparameters for each task.
KNN and PCA have the least sensitivity to their respective
hyperparmeters for background estimation, while KMeans and
KNN have the least sensitivity for identification confidence.
KNS and Annulus have generally high sensitivity, but also
have a wide range of sensitivity values, meaning these meth-
ods are occasionally insensitive to some plumes. Looking
at identification confidence, PCA has the largest sensitivity,
meaning the choice of number of components has a large
impact on how beneficial PCA is to identification confidence.
The best performing methods KNS and Annulus have the next
highest sensitivities. This means, to get the best improvement
in identification confidence, some hyperparameter tuning may
be required. However, their overall sensitivity values are
low, suggesting these methods may still provide reasonable
performance using default hyperparameters.

Because KNN has low sensitivity for both background
estimation and identification confidence, we consider it a good
“out of the box” method. This is because the choice of the
hyperparameter k does not drastically change background
MSE or identification confidence, and based on Table
a good default hyperparameter for both tasks could be the
same, perhaps £ = 8. Furthermore, KNN has the second
best background estimation performance, and third largest
improvement for identification confidence.

V. CONCLUSIONS

This paper has three contributions to the field of gas plume
identification. First is the testing of non-global background
estimation strategies for identification, particularly when trying
to use a neural network to identify a gas from a large library
of candidates. Second is the extension and comparison of
new and existing background estimation methods to iden-
tification, including a comparison between spatial and non-
spatial methods. Third, we simulated a large number of gas
plumes to analyze trends and make practical conclusions for
the applicability of each method.

After simulating 640 plumes of varying gases and signal
strengths to evaluate how each method performs across a
range of different plume morphologies, we find that PCA
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produces the best background radiance estimates, having a
median of 18,000 times less MSE compared to Global. PCA,
KNN, and KNS were found to have increased MSE as signal
strength increased, suggesting a benefit from the use of a priori
information when available. In addition to a set of common
hyperparameters for each method, we found that PCA and
KNN are relatively insensitive to the choice of hyperparameter.

However, for identification confidence, KNS was found to
improve neural network confidence of the true gas the most,
going from a 38.2% median confidence using Global estima-
tion, to 91.4% confidence. Furthermore, KNS is particularly
helpful for hard to identify gases. Every method was found to
prefer small values of hyperparameters. The best performing
methods KNS and Annulus were found to have relatively
high hyperparameter sensitivity, suggesting that in practice
some hyperparameter tuning is likely required for optimal
performance.

We found that KNN is a good “out of the box” option for
both background estimation and identification confidence. This
is because it has low hyperparameter sensitivity, a consistent
default hyperparameter choice, and it has the second best back-
ground estimation performance and third best identification
confidence.

There are several directions for future work. Investigating
the inclusion of a local covariance estimate in addition to
a local mean estimate is needed, or even an alternative to
the whitening paradigm. Additionally, it is curious that the
best methods for identification confidence were consistently
the least performant background estimation methods. Further
investigation is needed in how to incorporate PCA or KNN
into the training of our NNI, such that the best background es-
timation methods lead to the highest identification confidence.
Lastly, we conducted these experiments on simulated plumes.
More research is needed on real world plumes to determine the
practical applicability of these algorithms, with ground truth
spectral references.
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