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Abstract

In this paper, we study the Lagrangian functions for a class of second-order differential systems arising from physics.

For such systems, we present necessary and sufficient conditions for the existence of Lagrangian functions. Based on

the variational principle and the splitting technique, we construct variational integrators and prove their equivalence

to the composition of explicit symplectic methods. We apply the newly derived variational integrators to the Kepler

problem and demonstrate their effectiveness in numerical simulations. Moreover, using the modified Lagrangian, we

analyze the dynamical behavior of the numerical solutions in preserving the Laplace–Runge–Lenz (LRL) vector.

Keywords: Inverse variational problem, Kepler problem, Modified Lagrangian, Noether’s theorem, Variational

integrator

1. Introduction

Many physical systems, such as the classical Kepler problem and charged particle systems in electromagnetic

fields, are modeled by second-order differential equations. These systems typically exhibit rich conservative properties

and are described by formulations with geometric structures [4, 5, 7], such as Hamiltonian systems, volume-preserving

systems, Poisson systems, and integral-preserving systems. Therefore, the numerical solutions of these systems are

designed to preserve the geometric structures of the system. Such methods, which can preserve these geometric

structures, have been shown to be capable of performing numerical simulations over long periods.

Variational structures are fundamental in describing systems within a variational framework. Using inverse varia-

tional techniques [2, 22, 23], the conditions for systems to admit a variational description can be established. Solving

these systems corresponds to finding the minimum of an action functional derived from a Lagrangian. When the

Lagrangian is regular, the variational formulation can be connected to the Hamiltonian description through Legendre

transformations. By discretizing the Lagrangian, the discrete Euler–Lagrange equations provide variational discretiza-

tions that preserve the systems’ variational structure [14]. Applications of variational methods include the motion of

charged particles in electromagnetic fields [8, 9, 21, 29] and kinetic models in plasma physics [11, 12, 13, 28].

The Kepler problem models the motion of a point mass in a classical gravitational potential [1]. For negative total

energy, the motion follows an elliptic orbit. This system is super-integrable, with conserved quantities: energy, angular
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momentum, and the Laplace–Runge–Lenz (LRL) vector. The LRL vector is often referred to as a ”hidden conserved

quantity” [6], as it determines the orientation and shape of the Keplerian orbit. Preserving these conserved quantities

numerically is crucial for maintaining the stability of simulated orbits and preventing long-term drift. Geometric

integrators have demonstrated superior performance in long-term numerical simulations of the Kepler problem (e.g.,

[3, 10, 15, 16]).

In this paper, we construct the first order and second order variational integrators for the Kepler problem by splitting

its potential function. For comparison, we also use the symplectic Euler and Störmer–Verlet methods. To analyze

the dynamical behavior of these integrators, we derive their modified differential equations [17, 18, 24, 27]. Since

variational integrators preserve the variational structure, the corresponding modified equations yield a perturbed but

still conservative Kepler problem. Due to the perturbation, the modified equations are typically not super-integrable,

although the LRL vector remains bounded. For the two-dimensional Kepler problem, the numerical orbits computed

by the proposed integrators are shown to satisfy a perturbed Kepler problem with only two formal conservation laws.

We demonstrate that the newly derived variational integrators are equivalent to compositions of explicit symplectic

methods, as confirmed by efficient numerical experiments. Numerical results further show that the proposed integrators

perform better than the symplectic Euler and Störmer–Verlet methods. Using Noether’s theory, along with the concepts

of generalized vector fields, characteristics of vector fields, and conservation laws [19, 20], we analyze the errors of

the LRL vector in our variational integrators. We conclude that the errors of the newly derived variational methods

are smaller than those of the symplectic Euler and Störmer–Verlet methods, confirming the accuracy of the numerical

results.

The outline of this paper is as follows. Section 2 establishes the conditions under which second order systems

can be described in a variational framework. In this section, for the two-dimensional Kepler problem, we also derive

the variational symmetries corresponding to its three conservation laws. In Section 3, we construct the variational

discretizations for both the Kepler problem and the relativistic Kepler problem, and prove the equivalence of the

newly constructed variational integrators with compositions of explicit symplectic methods. In Section 4, we derive

the modified Lagrangian and modified equations for second order differential equations, and analyze the errors of

the proposed variational integrators in preserving conserved quantities. In Section 5, we apply the newly derived

variational integrators to the Kepler problem and demonstrate the efficiency of the new methods. Finally, Section 6

concludes the paper.

2. Variational Principle in Lagrangian Formalism

Definition 2.1. Denote N as an operator on the function space F (Rn). Its variational derivative at x with respect to

δx is defined as

Nxδx =
d

dε

∣∣∣∣∣
ε=0

N(x + εδx),

where x, δx ∈ F (Rn).
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Definition 2.2. Consider the operator N. The operator N∗ is called its adjoint if

〈N∗x, y〉 = 〈x,Ny〉, ∀x, y ∈ F (Rn),

where 〈·, ·〉 denotes the inner product on F (Rn). Moreover, the operator N is called self-adjoint if N = N∗.

Theorem 2.3. Let

N[x] := F(t, x, ẋ, . . . , x(m)) = 0

be a differential system, where [x] contains t, x, and all the derivatives of x. The differential equation N[x] = 0 can

be derived from a variational principle with the Lagrangian L if the variational derivative of N is self-adjoint, i.e.,

Nx = N∗x . Furthermore, the Lagrangian L can be obtained by

L[x] =

∫ 1

0

xN[λx] dλ. (2.1)

As follows, we consider second order differential equations of the form

d

dt
(M(x, ẋ)ẋ) = f (t, x, ẋ), x ∈ Rn, (2.2)

where M(x, ẋ) is assumed to be an n × n symmetric matrix.

Theorem 2.4. The system (2.2) can be derived from a variational principle if the following conditions hold:

n∑

k=1

∂Mik

∂ẋ j

ẋk =

n∑

k=1

∂M jk

∂ẋi

ẋk, (2.3a)

n∑

k=1

(
∂Mik

∂x j

+
∂M jk

∂xi

)
ẋk =

∂ fi

∂ẋ j

+
∂ f j

∂ẋi

, (2.3b)

n∑

k=1

d

dt

(
∂Mik

∂x j

ẋk

)
=
∂ fi

∂x j

−
∂ f j

∂xi

+
d

dt

∂ f j

∂ẋi

(2.3c)

hold for all i, j = 1, . . . , n.

Proof. Let N(x) = d
dt

(M(x, ẋ)ẋ) − f (t, x, ẋ). By Definition 2.1, its variational derivative at x is

Nxδx =
d

dt

Mδẋ +

n∑

k=1

(
∂M

∂ẋk

δẋk +
∂M

∂xk

δxk

)
ẋ

 −
∂ f

∂x
δx − ∂ f

∂ẋ
δẋ. (2.4)

From Definition 2.2, the adjoint of Nx is

〈N∗xδx, δv〉 = 〈δx,Nxδv〉 =
〈

d

dt

Mδv̇ +

n∑

k=1

(
∂M

∂ẋk

δv̇k +
∂M

∂xk

δvk

)
ẋ

 −
∂ f

∂x
δv − ∂ f

∂ẋ
δv̇, δx

〉
. (2.5)

Using integration by parts, we obtain

〈N∗xδx, δv〉 =
〈

d

dt

[
∂

∂ẋ

(
ẋ⊤M⊤δẋ

)]
− ∂
∂x

[
ẋ⊤Mδẋ

]
−

(
∂ f

∂x

)⊤
δx +

d

dt

[(
∂ f

∂ẋ

)⊤
δx

]
, δv

〉
. (2.6)

Thus, we have

N∗xδx =
d

dt

[
∂

∂ẋ

(
ẋ⊤M⊤δẋ

)]
− ∂
∂x

[
ẋ⊤Mδẋ

]
−

(
∂ f

∂x

)⊤
δx +

d

dt

[(
∂ f

∂ẋ

)⊤
δx

]
. (2.7)
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According to Theorem 2.3, the system can be derived from a variational principle if Nxδx = N∗xδx. Comparing (2.4)

and (2.7) leads to

Mi j +

n∑

k=1

∂Mik

∂ẋ j

ẋk − M ji −
n∑

k=1

∂M jk

∂ẋi

ẋk

 δẍ j

+


d

dt

Mi j +

n∑

k=1

∂Mik

∂ẋ j

ẋk − M ji −
n∑

k=1

∂M jk

∂ẋi

ẋk

 +
n∑

k=1

(
∂Mik

∂x j

+
∂M jk

∂xi

)
ẋk −

∂ fi

∂ẋ j

−
∂ f j

∂ẋi

 δẋ j

+


d

dt

n∑

k=1

∂Mik

∂x j

ẋk −
∂ fi

∂x j

+
∂ f j

∂xi

− d

dt

∂ f j

∂ẋi

 δx j = 0.

Since M is symmetric, this equality implies exactly that

n∑

k=1

(
∂Mik

∂ẋ j

ẋk −
∂M jk

∂ẋi

ẋk

)
= 0,

n∑

k=1

(
∂Mik

∂x j

+
∂M jk

∂xi

)
ẋk −

∂ fi

∂ẋ j

−
∂ f j

∂ẋi

= 0,

d

dt


n∑

k=1

∂Mik

∂x j

ẋk

 −
∂ fi

∂x j

+
∂ f j

∂xi

− d

dt

∂ f j

∂ẋi

= 0.

This completes the proof of the theorem.

Theorem 2.5. Suppose M = M(ẋ) and f (t, x, ẋ) = A(t, x)ẋ + ϕ(t, x), then the system (2.2) can be derived from a

variational principle if the following conditions hold:

n∑

k=1

∂Mik(ẋ)

∂ẋ j

ẋk =

n∑

k=1

∂M jk(ẋ)

∂ẋi

ẋk, ∀i, j = 1, . . . , n, (2.8a)

A(t, x) = −A⊤(t, x), (2.8b)

∂A jk

∂xi

+
∂Aki

∂x j

+
∂Ai j

∂xk

= 0, ∀i, j, k = 1, . . . , n, (2.8c)

∂ϕi

∂x j

−
∂ϕ j

∂xi

=
∂Ai j

∂t
, ∀i, j = 1, . . . , n. (2.8d)

Proof. Under the assumption of the theorem, substitute M = M(ẋ) and f (t, x, ẋ) = A(t, x)ẋ + ϕ(t, x) into conditions

(2.3), it is clear that the terms about the partial derivatives of M with respect to x vanish. The equalities (2.8a) and

(2.8b) follow from (2.3a) and (2.3b). The condition (2.3c) for i, j = 1, . . . , n is reduced to

n∑

k=1

(
∂A jk

∂xi

+
∂Aki

∂x j

+
∂Ai j

∂xk

)
ẋk =

∂A ji

∂t
+
∂ϕi

∂x j

−
∂ϕ j

∂xi

.

In the above equality, the right-hand side is independent of ẋ, thus the coefficients of the term ẋ must vanish. This

leads to equalities (2.8c) and (2.8d).

Especially, if M is a constant symmetric matrix, by Theorem 2.4, the conditions for the variational description of

system (2.2) only depend on f .
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Theorem 2.6. Suppose M is a constant symmetric matrix. Then the system (2.2) can be derived from a variational

principle if the following conditions are satisfied:

∂ fi

∂ẋ j

+
∂ f j

∂ẋi

= 0, (2.9a)

∂ fi

∂x j

−
∂ f j

∂xi

+
d

dt

∂ fi

∂ẋ j

= 0. (2.9b)

Kepler problem. The Kepler problem describes the motion of two bodies attracting each other. If one body is placed

at the origin, and x represents the position of the other body, their dynamics are governed by the following system:

ẍ = −∇φ(x) = − x

|x|3 , x ∈ Rn, (2.10)

where φ(x) = − 1
|x| . It is obvious that the Kepler problem (2.10) satisfies Theorem 2.6, and its Lagrangian is given by

L(x, ẋ) =
1

2
ẋ⊤ ẋ +

1

|x| . (2.11)

The Kepler problem, which has a rich set of conservative laws, is a super-integrable system. For the n-dimensional

Kepler problem (2.10), we list the following conservation laws.

Proposition 2.7. Consider the Kepler system (2.10). The system can preserve the following conservative quantities:

• Energy

H(x, ẋ) =
1

2
ẋ⊤ ẋ − 1

|x| .

• Angular Momentum

m(x, ẋ) = (mi j(x, ẋ))n×n,

where mi j(x, ẋ) = xi ẋ j − x j ẋi, 1 ≤ i < j ≤ n. When n = 2, m = x1 ẋ2 − x2 ẋ1; when n = 3, m can be expressed

in compact form as

m = ẋ × x.

• Laplace–Runge–Lenz (LRL) Vector

A(x, ẋ) = (Ai(x, ẋ))n×1,

where Ai(x, ẋ) = xi|ẋ|2 − ẋi(x · ẋ) − xi

|x| , i = 1, . . . , n.When n = 3, in compact form it reads

A(x, ẋ) = ẋ ×m − x

|x| .

In the following, we mainly focus on the 2-dimensional Kepler problem unless explicitly stated. Using the polar

coordinates x1 = r cos θ and x2 = r sin θ, Kepler’s three laws (for more details, refer to [6]) can be described in the

following proposition.

Proposition 2.8 (Kepler’s Three Laws). For negative energy, the orbits of the Kepler problem (2.10) are ellipses. Let

a and b represent the semi-major and semi-minor axes of the orbit, and e =
√

1 − b2/a2 be the eccentricity. Then, we

have:
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• The inverse of the radial distance is given by

1

r
= (1 + e cos θ)

a

b2
;

• The areal velocity is conserved, expressed as

r2 dθ

dt
=

2πab

T
;

• The period of the orbit is

T = 2πa3/2.

As follows, we study the relationship between conservation laws of a given system and their corresponding sym-

metries. In order to do that, we first need to introduce the generalized vector field and variational symmetry [20].

Definition 2.9. A generalized vector field v is expressed as

v =

n∑

i=1

vi[x]
∂

∂xi

,

where [x] includes t, x, and all the derivatives of x with respect to t. The vector v = (v1, . . . , vn) with smooth functions

vi is called the characteristic of v. Its infinite prolongation is

pr v = v +

n∑

i=1

∑

J=1

dvi

dt

∂

∂xi
j

,

where xi
j
=
∂ j xi

∂t j .

Definition 2.10. A generalized vector field v is called a variational symmetry of the action functional

S [x] =

∫
L[x] dt,

if there exists a function K[x] such that

pr v(L) =
d

dt
K[x]

for all t and x.

Consider the system of m-dimensional differential equations Ni[x] = 0, i = 1, . . . ,m. For the conservation law

dP
dt
= 0 of the system, there exists a vector function Q[x] such that

dP

dt
= Q[x]N[x],

where Q is called the characteristic of the conservation law dP
dt
= 0 [20].

Theorem 2.11 (Noether’s theorem). A generalized vector field v is a variational symmetry of S (x) =
∫

L[x] dt if and

only if its characteristic Q is also the characteristic of a conservation law dP
dt
= 0 for the Euler–Lagrange equations.

Based on Noether’s theorem, for the two-dimensional Kepler problem (2.10), we derive the variational symmetries

corresponding to the three conservative quantities expressed in Proposition 2.7.
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Proposition 2.12. The variational symmetries associated with the energy, angular momentum, and the LRL vector

are as follows:

• vH = ẋ1
∂
∂x1
+ ẋ2

∂
∂x2
,

• vm = −x2
∂
∂x1
+ x1

∂
∂x2
,

• vA1
= −x2 ẋ2

∂
∂x1
+ (2x1 ẋ2 − ẋ1x2) ∂

∂x2
, vA2

= (2x2 ẋ1 − x1 ẋ2) ∂
∂x1
− x1 ẋ1

∂
∂x2
.

Proof. Taking the derivative of the energy H with respect to t gives

dH

dt
= ẋ1

(
x1

|x|3 + ẍ1

)
+ ẋ2

(
x2

|x|3 + ẍ2

)
. (2.12)

Denote N[x] :=
(

x1

|x|3 + ẍ1,
x2

|x|3 + ẍ2

)⊤
. It follows from (2.12) that

dH

dt
= (ẋ1, ẋ2)N[x]. (2.13)

It is clear that Q = (ẋ1, ẋ2) is the characteristic of H. The other variational symmetries can be obtained in a similar

way.

Denote the Euler operator as

EL(L) =
d

dt

∂L

∂ẋ
− ∂L
∂x
. (2.14)

As follows, we analyze the effects of system perturbations on conserved quantities.

Proposition 2.13. Let L be a given Lagrangian and v be its variational symmetry. Denote P as the conserved quantity

associated with the Euler–Lagrange equation EL(L) = 0. Consider the perturbed Lagrangian L̃ = L + εL, then the

time evolution of P along the solution trajectory of the perturbed system EL(L̃) = 0 is given by

dP

dt
= −ε

〈
EL(L), v

〉
,

where 〈·, ·〉 denotes the inner product.

Proof. By Noether’s theorem (Theorem 2.11), it is known that the vector field v yields

dP

dt
= 〈EL(L), v〉 . (2.15)

According to Definition (2.14), for the solution of the perturbed system EL(L̃) = 0, we have

〈EL(L), v〉 + ε
〈
EL(L), v

〉
= 0.

Thus, from (2.15), it follows that
dP

dt
= −ε

〈
EL(L), v

〉
.

7



3. Discrete Lagrangian mechanics

Suppose that the time is discretized uniformly by a constant time-step h. Denote xn as the generalized coordinates

at tn = t0 + nh. The discrete Lagrangian L introduced in [14] can be understood as an approximation of the integral of

the continuous Lagrangian over [tn, tn+1]

hL (xn, xn+1, h) ≈
∫ tn+1

tn

L(x, ẋ) dt.

The discrete action functional S is defined as a sum of the discrete Lagrangians indexed by time

S

(
{xn}Nn=0

)
= h

N−1∑

n=0

L (xn, xn+1, h) . (3.1)

The discrete Hamilton’s principle is to find the trajectories {xn}Nn=0 extremizing the discrete action functional. This

gives the discrete Euler–Lagrange equations:

∂1L(xn, xn+1, h) + ∂2L(xn−1, xn, h) = 0.

Definition 3.1. Define the discrete Legendre transforms F −
L,h

and F +
L,h

as

F −
L,h : (xn, xn+1)→ (xn, pn) = (xn,−h∂1L(xn, xn+1, h)) ,

F +
L,h : (xn, xn+1)→ (xn+1, pn+1) = (xn+1, h∂2L(xn, xn+1, h)) .

The discrete Lagrangian L(xn, xn+1, h) is called regular if det
(
∂2
L(xn,xn+1,h)

∂xn∂xn+1

)
, 0.

Consider the second order differential system ẍ = −∇φ(x). With the Lagrangian L(x, ẋ) = 1
2

ẋ⊤ ẋ − φ(x), the first

order discrete Lagrangian can be taken as

L1(xn, xn+1, h) =
1

2

(xn+1 − xn)⊤ (xn+1 − xn)

h2
− φ(xn), (3.2)

and the second order discrete Lagrangian can be chosen as

L2(xn, xn+1, h) =
1

2

(xn+1 − xn)⊤ (xn+1 − xn)

h2
− 1

2

[
φ(xn) + φ(xn+1)

]
. (3.3)

Both the discrete Lagrangians provide the same second order variational integrator via the discrete Euler–Lagrange

equation
xn+1 − 2xn + xn−1

h2
= −∇φ(xn).

This implies that the two discrete Lagrangians are weakly equivalent as described in [14].

Introducing the discrete Legendre transform as defined in Definition 3.1, the discrete Hamiltonian maps corre-

sponding to (3.2) and (3.3) are the symplectic Euler and Störmer–Verlet methods, respectively.

Definition 3.2 (The adjoint of the Lagrangian). Given L, the adjoint of L, denoted by L∗, is defined as

L
∗(xn, xn+1, h) = L(xn+1, xn,−h).

8



Consider the system

ẍ = −∇φ(x), x ∈ RN. (3.4)

It can be derived from the variational principle with Lagrangian L(x, ẋ) = 1
2

ẋ⊤ ẋ − φ(x). It also has the Hamiltonian

form with H(x, p) = 1
2

p⊤p + φ(x), where p = ẋ.

Split φ(x) as φ(x) =
N∑

i=1

φ[i](x), then the Hamiltonian can be decomposed as

H(x, p) =

N∑

i=1

1

2
p2

i + φ
[i](x) :=

N∑

i=1

H[i](x, p).

We can construct a symplectic numerical method for system (3.4) by composition, that is

Φh = Φ
h
HN
◦ · · · ◦Φh

H1
, (3.5)

where Φh
Hi

reads

xn+1 = xn + h ∂H
[i]

∂p
(xn+1, pn) = xn + hpi

nei,

pn+1 = pn − h ∂H
[i]

∂x
(xn+1, pn) = pn − h∇φ[i](xn+1).

Here, e j is the N-dimensional vector with the j-th element being 1.

Define a discrete Lagrangian as

L
1st(xn, xn+1, h) =

1

2

(xn+1 − xn)⊤ (xn+1 − xn)

h2
−

[
φ[1](x1

n+1, x
2
n, . . . , x

N
n ) + . . .

+ φ[i](x1
n+1, . . . , x

i
n+1, x

i+1
n , . . . , x

N
n ) + · · · + φ[N](x1

n+1, . . . , x
N
n+1)

]
. (3.6)

Denote x̂i
n = xn +

i∑
j=1

(x
j

n+1
− x

j
n)e j, i = 1, . . . ,N. It follows from (3.6) that

L
1st(xn, xn+1, h) =

1

2

(xn+1 − xn)⊤ (xn+1 − xn)

h2
−

N∑

i=1

φ[i](x̂i
n). (3.7)

With the discrete Lagrangian (3.7), we state the following theorem.

Theorem 3.3. The discrete Lagrangian is of order 1. Moreover, the discrete Euler–Lagrange equations induced by

(3.7) are given by

x1
n+1
− 2x1

n + x1
n−1

h2
= − ∂
∂x1


N∑

j=1

φ[ j](x̂
j

n−1
)

 ,

xi
n+1
− 2xi

n + xi
n−1

h2
= − ∂
∂xi


i−1∑

j=1

φ[ j](x̂
j
n) +

N∑

j=i

φ[ j](x̂
j

n−1
)

 , i = 2, . . . ,N,

and it is equivalent to the symplectic method Φh (3.5).

Proof. From the Taylor expansion, we have

x(tn+1) − x(tn)

h
= ẋ(t) + O(h)

and

φ[i](x̂i
n) = φ[i](x(t)) + O(h)
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on the interval [tn, tn+1]. Substituting these into (3.7), we find that the discrete Lagrangian has first order accuracy.

Introduce the discrete Legendre transform

pn = −h
∂L1st(xn, xn+1)

∂xn

=
xn+1 − xn

h
+ h

N∑

i=2

∂

∂xi

i−1∑

j=1

φ[ j](x̂
j
n)ei, (3.8)

pn+1 = h
∂L1st(xn, xn+1)

∂xn+1

=
xn+1 − xn

h
+ h

N∑

i=1

∂

∂xi

N∑

j=i

φ[ j](x̂
j
n)ei. (3.9)

From (3.8) and (3.9), we can derive

xn+1 = xn + hpn − h2

N∑

i=2

∂

∂xi

i−1∑

j=1

φ[ j](x̂
j
n)ei, (3.10)

pn+1 = pn − h

N∑

i=1

∇φ[i](x̂i
n). (3.11)

This is exactly the composition method Φh (3.5).

We construct the discrete Lagrangian of high order by a given discrete Lagrangian and its adjoint. For instance,

for system (3.4), the discrete Lagrangian L
1st (3.7) provides the discrete Lagrangians of second order:

L
2nd (xn, xn+1, h) =

1

2
L

1st (xn, xn+1/2, h/2
)
+

1

2
L
∗ (xn+1/2, xn+1, h/2

)
, (3.12)

or

L
2nd (xn, xn+1, h) =

1

2
L
∗ (xn, xn+1/2, h/2

)
+

1

2
L

1st (xn+1/2, xn+1, h/2
)
, (3.13)

where L∗ is the adjoint of L1st. We also have the following theorem.

Theorem 3.4. The variational integrator derived from the adjoint discrete Lagrangian L
∗ is equivalent to the adjoint

of Φh defined in (3.5), denoted by Φ∗
h
. For the second order discrete Lagrangians, the integrator from (3.12) is

equivalent to

Φ
2nd
h = Φ

∗
h/2 ◦ Φh/2,

while the integrator from (3.13) is equivalent to

Φ
2nd
h

∗
= Φh/2 ◦ Φ∗h/2.

Proof. By Definition 3.1, the momentum variables are given by:

pn = −h
∂L∗(xn, xn+1, h)

∂xn

= −h
∂L1st(xn+1, xn,−h)

∂xn

,

pn+1 = h
∂L∗(xn, xn+1, h)

∂xn+1

= h
∂L1st(xn+1, xn,−h)

∂xn+1

.

These expressions coincide with the discrete Legendre transforms for L(xn+1, xn,−h), proving that the variational

integrator derived from L
∗ is equivalent to the adjoint map Φ∗

h
.

10



We prove the equivalence of the variational integrator in (3.12) and Φ2nd
h

. The map Φ2nd
h

: (xn, pn) → (xn+1, pn+1)

satisfies:

pn = −h
∂L(xn, xn+1, h)

∂xn

= −h

2

∂L1st(xn, xn+1/2, h)

∂xn

, (3.14)

pn+1 = h
∂L(xn, xn+1, h)

∂xn+1

=
h

2

∂L∗(xn, xn+1/2, h)

∂xn+1

. (3.15)

Introducing

pn+1/2 =
h

2

∂L1st

∂xn+1/2

(xn, xn+1/2),

and using the discrete Euler–Lagrange equations, we find:

pn+1/2 =
h

2

∂L1st

∂xn+1/2

(xn, xn+1/2) = −h

2

∂L∗

∂xn+1/2

(xn+1/2, xn+1). (3.16)

Combining (3.14)–(3.16) proves that Φ2nd
h
= Φ

∗
h/2
◦Φh/2.

The relativistic Kepler problem. To simulate the motion of a slowly accelerated charged particle in an attractive

Coulomb field (as in electrodynamics), we consider the Kepler system with relativistic corrections, described by

d

dt
(γ(ẋ)ẋ) = − x

|x|3 , (3.17)

where γ(ẋ) = 1√
1− |ẋ|2

c2

is the Lorentz factor, and c is the speed of light. It is known that there exists a potential function

φ(x) = − 1
|x| such that −∇φ(x) = x

|x|3 . In the non-relativistic limit, where |ẋ| ≪ c (i.e.,
|ẋ|
c
→ 0), the system (3.17) reduces

to the classical Kepler problem (2.10). Since

∂γ(ẋ)

∂ẋi

ẋ j =
∂γ(ẋ)

∂ẋ j

ẋi =
ẋi ẋ j

c2

(
1 −

(
ẋ

c

)2
)−3/2

,

it is verified that the conditions (2.8a) and (2.8d) hold. Therefore, the relativistic Kepler system (3.17) can be written

in a variational formulation. The Lagrangian is taken as

L(x, ẋ) = − c2

γ(ẋ)
+

1

|x| . (3.18)

We reformulate the equation (3.17) by introducing the proper time τ and the momentum u = γ(ẋ)ẋ. In the new

coordinates, the relativistic Kepler system becomes

dt

dτ
= γ,

dx

dτ
= u,

dγ

dτ
= −∇φ(x) · u, du

dτ
= −γ∇φ(x).

(3.19)

In a compact form, it is

Mẍ = F(x)ẋ, (3.20)

where · denotes the differentiation with respect to τ, x = (t, x⊤)⊤, M =


−1

IN

, and F(x) =


0 ∇⊤φ(x)

−∇φ(x) 0

 .

According to Theorem 2.5, the system (3.20) is derived from a variational principle. The Lagrangian is defined as

L(x, ẋ) =
1

2
ẋ⊤Mẋ + A⊤(x)ẋ, (3.21)
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with A(x) = (−φ(x), 01×N).

Define p = ∂L
∂ẋ

(x, ẋ) =Mẋ + A(x), the system (3.19) takes a standard Hamiltonian form

ẏ = J−1∇H(y),

where y = (x⊤, p⊤)⊤. Here, J =


IN+1

−IN+1

 and the Hamiltonian is expressed as H(x, p) = 1
2
(p − A(x))⊤M(p −

A(x)). Introducing v = ∂L
∂ẋ

(x, ẋ) − A(x) = Mẋ =
(−γ, u⊤)⊤ , the system (3.21) is rewritten as a K-symplectic system

[4, 5]

ż = K−1(z)∇H(z), (3.22)

where z = (x⊤, v⊤)⊤, K(z) =


F(x) −IN+1

IN+1 0

 , and the Hamiltonian H is H(x, v) = 1
2
v⊤Mv.

Next, we construct the numerical methods for (3.22). The Hamiltonian H(x, v) can be split into N + 1 parts:

H(x, v) = −1

2
γ2
+

1

2

N∑

i=1

u2
i = Ht +

N∑

i=1

Hi.

Substituting this into (3.22) yields N + 1 subsystems, each subsystem remains K-symplectic and admits an explicit

solution.

The subsystem generated by Ht is
dt

dτ
= γ,

dx

dτ
= 0,

dγ

dτ
= 0,

du

dτ
= −γ∇φ(x).

(3.23)

The exact solution for this subsystem is

t(τ + h) = t + hγ(τ), x(τ + h) = x(τ),

γ(τ + h) = γ(τ), u(τ + h) = u(τ) − hγ(τ)∇φ(x(τ)).

(3.24)

For a given i (i = 1, . . . ,N), the subsystem corresponding to Hi is

dt

dτ
= 0,

dx

dτ
= uei,

dγ

dτ
= −∂φ(x)

∂xi

ui,
du

dτ
= 0.

(3.25)

The exact solution for this subsystem is

t(τ + h) = t(τ), x(τ + h) = x(τ) + hu(τ)ei,

γ(τ + h) = γ(τ) −
∫ xi(τ)+hui(τ)

xi(τ)

∂φ(x)

∂xi

dxi, u(τ + h) = u(τ).
(3.26)

The integral in (3.26) can be computed explicitly as
∫ xi(τ)+hui(τ)

xi(τ)

∂φ(x)

∂xi

dxi = φ(x)
∣∣∣∣
x(τ)+hu(τ)ei

x(τ)
.

Thus, the exact solution (3.26) for this subsystem to Hi reduces to

t(τ + h) = t(τ), x(τ + h) = x(τ) + hu(τ)ei,

γ(τ + h) = γ(τ) − φ(x)
∣∣∣∣
x(τ)+hu(τ)ei

x(τ)
, u(τ + h) = u(τ).

(3.27)
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Composing (3.24) and (3.27), we obtain a K-symplectic method for (3.19)

Φh = φ
h
Hn
◦ · · · ◦ φh

H1
◦ φh

Ht
. (3.28)

Theorem 3.5. Define the discrete Lagrangian for system (3.19) as

L
1st (xn, xn+1, h) =

1

2

(xn+1 − xn)⊤ (xn+1 − xn)

h2
+ A⊤(xn)

(xn+1 − xn)

h
. (3.29)

Then the discrete Euler-Lagrange equation yields the following variational integrator:

tn+1 − 2tn + tn−1

h2
= −φ(xn) − φ(xn−1)

h
,

xn+1 − 2xn + xn−1

h2
= − tn+1 − tn

h
∇φ(xn).

(3.30)

Also, we prove that the method (3.30) is equivalent to the K-symplectic method (3.28).

Proof. From the discrete Euler-Lagrange equation (3.30) with L
1st, we introduce the following transformations:

vn = −h
∂L1st (xn, xn+1)

∂xn

− A(xn)

and

vn+1 = h
∂L1st (xn, xn+1)

∂xn+1

− A(xn+1).

Denote vn = (−γn, un), from the above equality we have

γn =
tn+1 − tn

h
, un =

xn+1 − xn

h
+ (tn+1 − tn)∇φ(xn),

γn+1 =
tn+1 − tn

h
+ (φ(xn+1) − φ(xn)) , un+1 =

xn+1 − xn

h
.

(3.31)

Reformulating (3.31) leads to

tn+1 = tn + hγn, xn+1 = xn + hun − h (tn+1 − tn)∇φ(xn),

γn+1 = γn + (φ(xn+1) − φ(xn)) , un+1 = un − (tn+1 − tn)∇φ(xn),

(3.32)

which are exactly the K-symplectic methods (3.28).

From (3.29), it is known that the adjoint discrete Lagrangian is

L
∗ (xn, xn+1, h) = L

1st (xn+1, xn,−h) =
1

2

(xn+1 − xn)⊤ (xn+1 − xn)

h2
+ A⊤(xn)

(xn+1 − xn)

h
.

Similarly to Theorem 3.5, the following theorem holds.

Theorem 3.6. The variational integrator deduced from L
∗ (xn, xn+1, h) is equal to

Φ
∗
h = φ

h
Ht
◦ φh

H1
◦ · · · ◦ φh

Hn
.

Furthermore, with the second order discrete Lagrangian

L
2nd(xn, xn+1, h) =

1

2
L
∗
(
xn, xn+1/2,

h

2

)
+

1

2
L

1st

(
xn+1/2, xn+1,

h

2

)
, (3.33)
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and

L
2nd(xn, xn+1, h) =

1

2
L

1st

(
xn, xn+1/2,

h

2

)
+

1

2
L
∗
(
xn+1/2, xn+1,

h

2

)
, (3.34)

we have the following theorem.

Theorem 3.7. The variational integrators deduced from (3.33) and (3.34) are equivalent to

Φ
2nd
h = φ

h/2

Hn
◦ · · · ◦ φh/2

H1
◦ φh

Ht
◦ φh/2

H1
◦ · · · ◦ φh/2

Hn
,

and

Φ
2nd
h = φ

h/2
Ht
◦ φh/2

H1
◦ · · · ◦ φh

Hn
◦ · · · ◦ φh/2

H1
◦ φh/2

Ht
,

respectively.

4. Modified equations for variational integrator

In this section, we analyze the numerical conservative behaviour of variational integrators constructed above. First,

we introduce the concept of modified equations introduced in [24] for the second order differential equations in the

form of

ẍ = f (x). (4.1)

Definition 4.1. Denote xn+1 = Ψ(xn, xn−1, h) as a numerical method for the second order differential system (4.1). The

formal differential equations

¨̃x = f̃ (x̃, ˙̃x, h) = f (x̃) + h f [1](x̃, ˙̃x) + h2 f [2](x̃, ˙̃x) + · · · (4.2)

are called its modified equations, if the exact solution x̃(t) of (4.2) coincides with the numerical solution xn at t = nh.

Expand the difference x(t + h) −Ψ(x(t), x(t − h), h) around x(t), which is expressed as

x(t + h) − Ψ(x(t), x(t − h), h) = ẍ − f̃ (x, ẋ, h) + hg1[x] + h2g2[x] + · · · , (4.3)

where gi[x], i = 1, 2, · · · are functions depending on x and its derivatives. Introduce the intermediate variable v = ẋ, it

follows from (4.2) that

ẍ = v̇ = f̃ (x, v, h) = f (x) + h f [1](x, v) + h2 f [2](x, v) + · · · ,

x(3)
= v̈ = ∂x f (x)v + h

(
∂x f [1](x, v)v + ∂v f [1](x, v) f (x) + ∂v f (x) f [1](x, v)

)
+ · · · ,

· · · · · ·

Substituting the above expressions into (4.3) and comparing the coefficients in h, we get

h1 : f [1](x, v) + g1(x, v, f , ∂x f v + ∂v f f ),

h2 : f [2](x, v) + g2(x, v, f , ∂x f v + ∂v f f ) + ∂v̇g1(x, v, f , ∂x f v + ∂v f f ) f [1]

+ ∂v̈g1(x, v, f , ∂x f v + ∂v f f )
(
∂x f [1](x, v)v + ∂v f [1](x, v) f (x) + ∂v f (x) f [1](x, v)

)
+ · · · ,

· · · · · ·

Therefore, we have the following theorem.
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Theorem 4.2. The coefficients f [k] in the modified equations (4.2) are uniquely determined recursively by f [1], . . .,

f [k−1], g1, . . . , gk−1, and their derivatives.

Generally, the modified equation is a divergent formal series. However, for some special cases, we can obtain a

convergent modified equation. In the following example, we show that for a linear second order differential equation,

the corresponding modified equation is convergent.

Consider the linear second order differential equation

ẍ = −λx, λ > 0. (4.4)

For the linear system (4.4), we apply the following numerical method:

xn+1 − 2xn + xn−1

h2
= −λxn. (4.5)

It is easy to verify that the difference equation (4.5) has a solution xn, which is written in the following form with

initial values x0 = x(t0) and x1 = x(t0 + h):

xn = ae−2inθ
+ be2inθ, θ = arcsin


√
λh2

2

 ,

where a and b are determined by x0 and x1. Denote x(t) = ae−2itθ/h
+ be2itθ/h, and from [26], it is known that

x(t − jh) − 2x(t) + x(t + jh) = 2

(
T j

(
1 − λh

2

2

)
− 1

)
x(t) = (−1) jλ jh2 jx(t) + P2 j−2(h)x(t), (4.6)

where T j is the j-th order Chebyshev polynomial of the first kind, and P2 j−2 is the polynomial of degree 2 j−2. Expand

the left hand side of (4.6) around t for j = 1, 2, · · · , we have

x(t − jh) − 2x(t) + x(t + jh) = ( jh)2 ẍ(t) + O(h4). (4.7)

For j = 1, 2, · · · , k, we get

x(t − h) − 2x(t) + x(t + h) = h2 ẍ(t) +
2h4

4!
x(4)(t) + · · · + 2h2k

(2k)!
x(2k)(t) + O(h2k+2),

x(t − 2h) − 2x(t) + x(t + 2h) = (2h)2 ẍ(t) +
2(2h)4

4!
x(4)(t) + · · · + 2(2h)2k

(2k)!
x(2k)(t) + O(h2k+2),

· · · · · ·

x(t − kh) − 2x(t) + x(t + kh) = (kh)2 ẍ(t) +
2(kh)4

4!
x(4)(t) + · · · + 2(kh)2k

(2k)!
x(2k)(t) + O(h2k+2).

(4.8)

Denote

A =



1 1 · · · 1

22 24 · · · 22k

...
...
. . .

...

k2 k4 · · · k2k



, B =



x(t − h) − 2x(t) + x(t + h) 1 · · · 1

...
...
. . .

...

x(t − kh) − 2x(t) + x(t + kh) k4 · · · k2k


.

Using Cramer’s rule, from (4.8) we obtain

ẍ(t) = h−2 det(B)

det(A)
+ O(h2k). (4.9)
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Substituting (4.6) into B, from (4.9) the coefficient of h2k−2 is calculated as − 2(k−1)!2λk

(2k)!
x(t). This implies the modified

equation of (4.5) has the closed form

ẍ = −
∞∑

k=1

2(k − 1)!2

(2k)!
h2k−2λk x.

As follows, we consider the system (4.1) with f (x) = −∇φ(x). It is known that the system has a variational

formulation. However, the numerical discretizations of system are usually not variational. By the way of modified

equations, the numerical discretization is variational if and only its corresponding modified equation has a variational

formulation. According to Theorem 2.6, this implies that the coefficients of the modified equations f [k], k = 1, 2, · · ·

in (4.2) must satisfy

∂ f
[k]

i

∂ẋ j

+

∂ f
[k]

j

∂ẋi

= 0,

∂ f
[k]

i

∂x j

−
∂ f

[k]

j

∂xi

+
d

dt

∂ f
[k]

i

∂ẋ j

= 0.

The corresponding Lagrangian of the modified equations is shown further as the modified Lagrangian denoted byLmod.

To analyze the numerical behavior of variational integrator, in the following we introduce the concept of modified

Lagrangian [24].

Definition 4.3. The formal function given by

Lmod(x, ẋ, h) = L(x, ẋ) + hL[1](x, ẋ) + h2L[2](x, ẋ) + · · · (4.10)

is said to be the modified Lagrangian if the continuous solution of the corresponding Euler–Lagrange equations

∂Lmod

∂x
(x, ẋ, h) − d

dt

∂Lmod

∂ẋ
(x, ẋ, h) = 0 (4.11)

and the numerical solution of the variational integrator satisfies x( jh) = x j.

An alternative definition of modified Lagrangian presented in [24] is as follows

∫ tn+1

tn

Lmod(x(t), ẋ(t), h)dt = hL(xn, xn+1, h) ≈
∫ tn+1

tn

L (x(t), ẋ(t)) dt, (4.12)

where tn = t0 + nh. In fact, by differentiating (4.12) on both sides w.r.t to xn, we obtain

∂1L(xn, xn+1, h) + ∂2L(xn−1, xn, h) =

∫ tn+1

tn−1

(
∂Lmod

∂x
· ∂x(t)

∂xn

+
∂Lmod

∂ẋ
· ∂ẋ(t)

∂xn

)
dt

=

∫ tn+1

tn−1

(
∂Lmod

∂x
− d

dt

∂Lmod

∂ẋ

)
· ∂x(t)

∂xn

dt +

[
∂x(t)

∂xn

] ∣∣∣∣∣∣
tn+1

tn−1

.

Expand the discrete Lagrangian L(x(t), x(t + h), h) at x(t + h
2
), it reads

L(x(t), x(t + h), h) = L

(
[x(t +

h

2
)], h

)
:= L(x, ẋ) +

∞∑

k=1

hkLk ([x]) ,

where x denote x
(
t + h

2

)
, [x] contains x and its derivatives. According to Proposition 6 in [24], the term Lk only

depends on x and its j order derivatives x( j), j ≤ k + 1.
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By Lemma 1 in [24], the discrete action functional over the interval [t0, tN] can be expressed as

S({xn}Nn=0) =

N−1∑

k=0

hL(x(t0 + kh), x(t0 + (k + 1)h), h)

=

∫ tN

t0

∞∑

k=0

(
21−2k − 1

) h2kB2k

(2k)!

d2k

dt2k
L([x(t)], h)dt,

(4.13)

where Bk are Bernoulli numbers with B0 = 1, B2 =
1
6

and Bn = lim
x→0

dn

dxn

(
x

ex−1

)
. From (4.10), it follows that

∫ tN

t0

Lmod(x, ẋ, h)dt =

∫ tN

t0

dt

(
L([x], h) − h2

24

d2

dt2
L([x], h) +

7h4

5760

d4

dt4
L([x], h) + · · ·

)
. (4.14)

Solve ẍ = f̃ (x, ẋ, h) implicitly from the modified Euler–Lagrange equation (4.11)

∂Lmod

∂x
(x, ẋ, h) − d

dt

∂Lmod

∂ẋ
(x, ẋ, h) = 0,

and substitute it into (4.14), eliminating ẍ and its higher-order derivatives in the right-hand side of (4.14). Comparing

the coefficients of the term hk on both sides of (4.14), we obtain

h1 : L[1](x, ẋ) = L1(x, ẋ),

h2 : L[2](x, ẋ) = L2(x, ẋ, f , ∂x f ẋ + ∂ẋ f f ) − 1

24
(Lxx (ẋ, ẋ) + 2Lxẋ (ẋ, f ) + Lẋẋ ( f , f ) + Lx f + Lẋ (∂x f ẋ + ∂ẋ f f )) ,

· · · · · ·

where elementary differentials are used to represent the higher-order derivatives, as described in [7]. Recursively, we

can get the modified Lagrangian in formal series corresponding to the time step h.

For the Kepler problem (2.10), we split φ(x) as two parts φ = φ[1]
+ φ[2]. Then, we can construct a discrete

Lagrangian of first order as

L(xn, xn+1, h) =
1

2

(xn+1 − xn)2

h2
−

[
φ[1](x1

n+1, x
2
n) + φ[2](x1

n+1, x
2
n+1)

]
. (4.15)

The variational integrator that follows from the discrete Euler-Lagrange equation is

xn+1 − 2xn + xn−1

h2
= −


∂
∂x1

(
φ[1](x1

n, x
2
n−1

) + φ[2](x1
n, x

2
n)
)

∂
∂x2

(
φ[1](x1

n+1
, x2

n) + φ[2](x1
n, x

2
n)
)

 .

The discrete Lagrangian of second order is constructed as

L
2nd(xn, xn+1, h) =

1

2
L
∗(xn, xn+1/2, h/2) +

1

2
L

1st(xn+1/2, xn+1, h/2), (4.16)

where L∗ is the adjoint Lagrangian of L1st. By the discrete Euler-Lagrange equations, the corresponding second-order

variational integrator is expressed as

xn+1/2 − 2xn + xn−1/2

(h/2)2
= −


0

∂
∂x2

(
φ[1](x1

n+1/2
, x2

n) + φ[1](x1
n−1/2
, x2

n)
)



xn+1 − 2xn+1/2 + xn

(h/2)2
= −


∂
∂x1

(
φ[1](x1

n+1/2
, x2

n) + 2φ[2](x1
n+1/2
, x2

n+1/2
) + φ[1](x1

n+1/2
, x2

n+1
)
)

∂
∂x2

(
2φ[2](x1

n+1/2
, x2

n+1/2
)
)

 .
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According to the above process, we obtain the modified Lagrangian for (4.15) and (4.16) in the following propo-

sition.

Theorem 4.4. The modified Lagrangians for the newly constructed discrete Lagrangian of order 1 (4.15) and order 2

(4.16) are given as

L
1st
mod(x, ẋ, h) =

1

2
|ẋ|2 − φ(x) +

h

2

(
∂φ

∂x1

ẋ1 +
∂(φ[2] − φ[1])

∂x2

ẋ2

)
+ O(h2)

and

L
2nd
mod(x, ẋ, h) =

1

2
|ẋ|2 − φ(x) +

h2

96

7

(
∂φ

∂x1

)2

− 5

(
∂φ[1]

∂x2

)2

+ 2
∂φ[1]

∂x2

∂φ[2]

∂x2

+ 7

(
∂φ[2]

∂x2

)2


+
h2

24

−2
∂2φ

∂x2
1

ẋ2
1 + 2

∂2φ[1]

∂x1∂x2

ẋ1 ẋ2 +
∂2φ[1]

∂x2
2

ẋ2
2 − 4

∂2φ[2]

∂x1∂x2

ẋ1 ẋ2 − 2
∂2φ[2]

∂x2
2

ẋ2
2

 + O(h4).

Proof. Without loss of generality, we compute the modified Lagrangian for the second-order discrete Lagrangian

(4.16). Expanding (4.16) around x(t + h/2), we derive

L
2nd ([x], h) =

1

4

[
(x(t + h/2) − x(t))2

(h/2)2
+

(x(t + h) − x(t + h/2))2

(h/2)2

]
− 1

2

[
φ[1] (x1 (t) , x2 (t + h/2))

+ φ[1] (x1(t + h), x2(t + h/2)) + φ[2] (x1(t), x2(t)) + φ[2] (x1(t + h), x2(t + h))
]

=
1

2
|ẋ|2 − φ(x) +

h2

96

3|ẍ|2 + 4〈ẋ, x(3)〉 − 12
∂φ[1]

∂x2

ẍ2 − 12
∂2φ[1]

∂x2
2

ẋ2
2 − 12

∂φ[2]

∂x
ẍ − 12

∂2φ[2]

∂x2
ẋ2



+ O(h4).

Thus, from (4.14), we have

L
2nd
mod(x, ẋ, h) =L2nd([x, h]) − h2

24

d2

dt2
L

2nd([x], h) + O(h4)

=
1

2
|ẋ|2 − φ(x) +

h2

96

(
− |ẍ|2 − 8

∂φ

∂x1

ẍ1 + 4
∂φ[1]

∂x2

ẍ2 − 8
∂φ[2]

∂x2

ẍ2 − 8
∂2φ

∂x2
1

ẋ2
1

+ 8
∂2φ[1]

∂x1∂x2

ẋ1 ẋ2 + 4
∂2φ[1]

∂x2
2

ẋ2
2 − 16

∂2φ[2]

∂x1∂x2

ẋ1 ẋ2 − 8
∂2φ[2]

∂x2
2

ẋ2
2

)
+ O(h4).

(4.17)

By the Euler-Lagrange equation with L
2nd
mod

in expression (4.17),

∂L2nd
mod

(x, ẋ, h)

∂x
− d

dt

∂L2nd
mod

(x, ẋ, h)

∂ẋ
= 0,

we obtain the modified equation in series: ẍ = −∇φ(x)+O(h2). Substituting ẍ into (4.10) gives the results recursively.

The Kepler problem (2.10) has three conserved quantities: energy, angular momentum, and the Laplace–Runge–

Lenz (LRL) vector. By means of backward error analysis [7], it is known that the variational integrators presented

above can ensure that energy and angular momentum remain bounded over long times. In the following, we investi-

gate how the newly derived variational integrators (4.15) and (4.16) preserve the LRL vector through their modified

Lagrangian. When the initial energy H0 < 0, the solution of the Kepler problem is elliptic, such as the motion of one

astronomical body around another. In this case, the LRL vector determines the orientation and shape of the elliptical
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orbit. Specifically, the magnitude |A| =
√

A2
1
+ A2

2
is proportional to the eccentricity of the orbit, while the vector lies

along the major axis of the orbit. The angle relative to the first coordinate axis is given by ω = arctan
(

A2

A1

)
, providing

a precise description of the orientation.

For the perturbed Kepler problem, assume that the corresponding Lagrangian is given by L̃ = L(x, ẋ) + εL(x, ẋ),

and we state the following theorem.

Theorem 4.5. If the major axis of the orbit is O(ε)-close to the x2-axis, the variations in the eccentricity and the angle

of the LRL vector over a period are given by

∆ |A| = −εT
[
〈EL(L), vA2

〉
]
+ O(ε2) (4.18)

and the change in the angle ω is given by

∆ω =
εT

e

[
〈EL(L), vA1

〉
]
+ O(ε2), (4.19)

where T is the period of the solution to the Kepler problem, and vAi
are the characteristics of the LRL vector presented

in Proposition 2.12. Here [ ] denotes the time average over one period T .

Proof. We choose coordinates such that A1 = O(ε) and A2 ≈ e. Using the Euler-Lagrange operator, the perturbed

Kepler problem has the form EL(L̃) = 0. By Theorem 2.13, we have

dAi

dt
= −ε

〈
EL(L), vAi

〉
. (4.20)

To calculate the variations in eccentricity and the angle of the LRL vector, we obtain

d

dt
|A| = d

dt

(√
A2

1
+ A2

2

)
=

1√
A2

1
+ A2

2

(
A1

dA1

dt
+ A2

dA2

dt

)
,

ω̇ =
d

dt

(
arctan

A2

A1

)
=

1

A2
1
+ A2

2

(
A1

dA2

dt
− A2

dA1

dt

)
.

Therefore, we obtain

d

dt
|A| = −ε

〈
EL(L), vA2

〉
+ O(ε2),

ω̇ =
ε

e

〈
EL(L), vA1

〉
+ O(ε2).

This completes the proof by integrating both sides with respect to time t over one period.

Theorem 4.6. For the symplectic Euler method, the errors in eccentricity and the angle of the LRL vector over one

period are of order 2. For the newly derived discrete Lagrangian of order 1 in (4.15), if φ[1]
= φ[2] is taken, then the

errors in eccentricity and the angle of the LRL vector are also of order 2.

Proof. The symplectic Euler method is associated with a variational integrator, and its modified Lagrangian can be

computed as

L
symE

mod
=

1

2
|ẋ|2 − φ(x) − h

2
(ẋ⊤∇φ(x) + O(h)).
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Setting ε = h
2

and L = −ẋ⊤∇φ(x) + O(ε) in Theorem 4.5, we observe that EL(ẋ⊤∇φ(x)) = 0. Consequently,

∆ |A| = O(ε2), ∆ω = O(ε2).

Thus, for the symplectic Euler method, the variations in both the eccentricity and the angle of the LRL vector over one

period are of order 2.

For the newly derived discrete Lagrangian of order 1, it follows from Theorem 4.6 that its modified Lagrangian is

given by

L
1st
mod =

1

2
|ẋ|2 − φ(x) +

h

2

x1 ẋ1

|x|3
+ O(h2).

Letting ε = h
2

and L = x1 ẋ1

|x|3 + O(ε), we have

EL

(
x1 ẋ1

|x|3

)
=

3

|x|5 [−x1x2 ẋ2, x1x2 ẋ1]⊤ .

Next, we compute the inner products between EL
(

x1 ẋ1

|x|3
)

and the components of the LRL vector:

〈
EL

(
x1 ẋ1

|x|3

)
, vA1

〉
= 6

Hx1x2
2

|x|5 − 6
A2x1 x2

|x|5 ,
〈
EL

(
x1 ẋ1

|x|3

)
, vA2

〉
= −6

Hx2
1
x2

|x|5 + 6
A1x1x2

|x|5 .

Transforming to polar coordinates with x1 = −r sin(θ) and x2 = r cos(θ), where θ = 0 aligns with the positive x2 axis,

we apply Kepler’s laws (see Proposition 2.8) to compute the following integral averages over one period:
[

x1x2

|x|5

]
= − 1

T

∫ T

0

cos(θ) sin(θ)

r3
dt = − 1

2πb3

∫ 2π

0

(1 + e cos θ) cos(θ) sin(θ) dθ = 0.

Similarly, we compute:


x2
1
x2

|x|5

 =
1

2πab

∫ 2π

0

cos(θ) sin2(θ) dθ = 0,


x1x2

2

|x|5

 = −
1

2πab

∫ 2π

0

cos2(θ) sin(θ) dθ = 0.

Thus, for the discrete Lagrangian of order 1 (4.15), it follows that the variations in both the eccentricity and the angle

of the LRL vector over one period are of order 2.

In [24], the modified Lagrangian for the Störmer–Verlet method is derived as

L
SV
mod(x, ẋ, h) =

1

2
|ẋ|2 − φ(x) +

h2

24

(
1

|x|4 − 2
|ẋ|2
|x|3 + 6

(x⊤ ẋ)2

|x|5

)
+ O(h4).

Additionally, the convergence rate of the angle is investigated in [25]. The following theorem establishes the super-

convergence of the error in eccentricity for the Störmer–Verlet method.

Theorem 4.7. The error in eccentricity for the Störmer–Verlet method is of order 4.

Proof. Let ε = h2

24
and L = 1

|x|4 − 2
|ẋ|2
|x|3 + 6

(x⊤ ẋ)2

|x|5 + O(ε2). Following the calculation in [24], we obtain the expression

[〈
EL

(
1

|x|4 − 2
|ẋ|2
|x|3 + 6

(x⊤ ẋ)2

|x|5

)
, vA2

〉]
=

[
60

x1

|x|6 + 48H
x1

|x|5 − 30m2 x1

|x|7

]
m + O

(
ε2

)
.

We now introduce polar coordinates, with x1 = −r sin(θ) and x2 = r cos(θ), and compute the following integral:
[

x1

|x|k

]
= − 1

T

∫ T

0

sin(θ)

rk−1
dt = − ak−4

2πb2k−5

∫ 2π

0

(1 + e cos(θ))k−3 sin(θ) dθ = 0, k = 5, 6, 7.

Thus, for the Störmer–Verlet method, the variations in eccentricity over one period are of order 4.
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5. Numerical Experiments

In this section, we present the numerical results for applying the newly constructed first order and second order

discrete Lagrangians (4.15) and (4.16). We denote them by VI-1 and VI-2, respectively. In comparison, we also use

the symplectic Euler (sym-Euler) and the Störmer–Verlet (SV) methods. To apply the variational integrators, which

are multi-step methods in x, we need to specify x1 ≈ x(h). To do this, we can select x1 such that v0 = −h∂1L(x0, x1)

by the discrete Legendre transform 3.1.

Take the initial conditions as (x0, v0) =

(
1 − e, 0, 0,

√
1+e
1−e

)
, where e is the eccentricity. In this experiment, we set

e = 0.6. In Fig. 1, we demonstrate the numerical orbits over the time interval [0, 200] with a time step of h = 0.05. As

seen in Fig. 1, the orbits calculated by the symplectic Euler and Störmer–Verlet methods exhibit significant clockwise

rotation. In contrast, the variational integrators of first order and second order (4.15) and (4.16) simulate the elliptic

orbit well. The first order variational integrator shows only a slight counter-clockwise precession, while the second

order integrator exhibits a very tiny phase shift.
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Figure 1: Numerical solutions with time step h = 0.05 over 4000 time steps. Red dots represent the exact solution.

In this section, in addition to the simulations for numerical orbits, we also plot the errors of conserving quantities:

energy, angular momentum, and the Laplace–Runge–Lenz (LRL) vector. Using the initial values (−3, 0, 0, 0.45) and a

time step of h = 0.05, all numerical computations are made over 105 steps of integration.

As shown in Fig. 2, all four numerical methods show bounded energy errors during the simulation. Since the

Störmer–Verlet method and the second-order variational integrator are both of second order, they exhibit more accurate
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energy conservation in comparison to the first-order variational integrator and the symplectic Euler method.
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Figure 2: Numerical error of energy. Top plot: The red line shows the error for the symplectic Euler method, and the blue line shows the error for

the first order variational integrator. Bottom plot: The red line shows the error for the Störmer–Verlet method, and the blue line shows the error for

the second order variational integrator.

For the Kepler problem, as the angular momentum is quadratic, it can be preserved exactly by the symplectic

Euler method and the Störmer–Verlet method. Although the newly constructed discrete Lagrangians cannot exactly

preserve the angular momentum, the error in angular momentum remains bounded during the long-term simulation.

In Fig. 3 and Fig. 4, we present the errors of the LRL vector for the four numerical methods. Fig. 3 shows the error

of the eccentricity, represented by |A| =
√

A2
1
+ A2

2
. From these plots, it can be observed that all four numerical

methods keep the eccentricity errors bounded over the simulation time. In comparison with the symplectic Euler

method and the Störmer–Verlet method, the newly constructed variational integrators result in smaller eccentricity

errors. In Fig. 4, the error in the rotation angle is shown for the different numerical methods. Both the first order and

second order variational integrators show much smaller errors compared to the symplectic Euler and Störmer–Verlet

methods. Among them, the second order variational integrator performs the best, with the smallest errors over time.

In Fig. 5, we show the convergence rates of the eccentricity and angle of the LRL vector using the four integration

methods over one period of Keplerian motion. To estimate the convergence order, we start with h = 0.5. The numerical

results are computed with time steps hi = 2−i, for i = 1, . . . , 6. The results are presented in a log-log plot. For the

eccentricity error shown in Fig. 5(a), both the symplectic Euler method and the first order variational integrator exhibit

a second order convergence rate, with their error curves nearly identical. The Störmer–Verlet method, however, shows

super-convergence with an accuracy of order 4. The second order variational integrator also demonstrates super-

convergence, and in comparison with the Störmer–Verlet method, it produces smaller errors. In Fig. 5(b), we plot
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Figure 3: Error of eccentricity. Top plot: The red line shows the error for the symplectic Euler method, and the blue line shows the error for the

first order variational integrator. Bottom plot: The red line shows the error for the Störmer–Verlet method, and the blue line shows the error for the

second order variational integrator.
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Figure 4: Error of rotation angle. Top plot: The red line shows the error for the symplectic Euler method, and the blue line shows the error for the

first order variational integrator. Bottom plot: The red line shows the error for the Störmer–Verlet method, and the blue line shows the error for the

second order variational integrator.
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the convergence rate for the angle error. From the figure, it can be seen that all four numerical methods have a

second order convergence rate. This is consistent with the theoretical estimates in Theorem 4.6. The error curves

for the symplectic Euler and Störmer–Verlet methods are nearly identical. Both the first and second order variational

integrators demonstrate smaller errors in preserving the angle of the LRL vector. Among the four numerical methods,

the second order variational integrator produces the smallest angle error.
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Figure 5: Convergence rates of the Laplace–Runge–Lenz (LRL) vector over one period of motion. (a) Eccentricity error; (b) Angle error. Solid

lines denote reference convergence rates.

6. Conclusion

In this paper, we have studied a class of second order differential systems (2.2), which include the classical New-

tonian motion system and charged particle systems in physical plasmas. Using the inverse variational technique, we

established the conditions under which this class of systems can be reformulated in a variational framework. For the

Kepler problem, by splitting the potential function, we constructed variational integrators of first and second order. By

introducing the appropriate Legendre transformation, we demonstrated that the variational integrators are equivalent

to the composition of explicit numerical methods. This framework enables us to perform numerical simulations of the

Kepler problem more efficiently. The Kepler system, being a super-integrable system, possesses conserved quantities

such as energy, angular momentum, and the Laplace–Runge–Lenz (LRL) vector. We applied the newly derived varia-

tional integrators to the two-dimensional Kepler problem. Using the method of modified equations, we established the

modified Lagrangian, which is generally a formal series in step size h. Using Noether’s Theorem, we presented the

corresponding variational symmetries for the conservative laws of the Kepler problem. Through perturbation theory,

we analyzed the errors of the first and second order variational integrators in preserving the LRL vector. The numerical

errors confirm the numerical behavior observed in the experiments. The modified Lagrangian technique provides a

valuable tool for understanding the numerical behavior of variational integrators. The construction and analysis of var-

ious variational integrators for the relativistic Kepler problem and charged particle systems will be explored in future
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work.
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