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A MULTISCALE ABEL KERNEL AND APPLICATION IN

VISCOELASTIC PROBLEM

WENLIN QIU∗, TAO GUO† , YIQUN LI‡ , XU GUO§ , AND XIANGCHENG ZHENG¶

Abstract. We consider the variable-exponent Abel kernel and demonstrate its multiscale nature
in modeling crossover dynamics from the initial quasi-exponential behavior to long-term power-law
behavior. Then we apply this to an integro-differential equation modeling, e.g. mechanical vibration
of viscoelastic materials with changing material properties. We apply the Crank-Nicolson method
and the linear interpolation quadrature to design a temporal second-order scheme, and develop a
framework of exponentially weighted energy argument in error estimate to account for the non-
positivity and non-monotonicity of the multiscale kernel. Numerical experiments are carried out to
substantiate the theoretical findings and the crossover dynamics of the model.

Key words. multiscale kernel, power-law, variable-exponent, integro-differential equation, error
estimate
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1. Introduction.

1.1. A multiscale kernel. We consider the following Abel kernel with the vari-
able exponent 0 < α(t) ≤ 1 [12, 35]

k(t) :=
tα(t)−1

Γ(α(t))
(1.1)

where Γ(·) is the Euler’s Gamma function. Compared with the commonly-used
constant-exponent kernel (α(t) ≡ α for some 0 < α < 1), which models the power-
law phenomena in various applications [9, 14, 18], the variable-exponent kernel (1.1)
could model more complex phenomena with multiple scales. A typical example is
the normal-anomalous diffusion of the particles in worm-like micellar solutions ob-
served in experiments in [17], which is a crossover dynamics with multiple diffusion
scales in time such that a constant-exponent (i.e. single-scale) power-law kernel could
not accommodate the transition between multiscale diffusion processes. Instead, it is
shown in [40] that the variable-exponent kernel (1.1) with α(0) = 1 provides a local
modification of subdiffusion that could characterize the normal-anomalous diffusion
process.

The success of describing the normal-anomalous diffusion process in [40] es-
sentially relies on the multiscale feature of the variable-exponent kernel (1.1) with
α(0) = 1. To give a better understanding of its multiscale nature, we first select
α(t) = 0.9 + 0.1e−0.1t as an example, which satisfies the following asymptotics

α(t) ∼ α(0) + α′(0)t for t small enough and α(t) ∼ 0.9 for t large enough.
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We employ these to compare the variable-exponent Abel kernel (1.1) with its local
asymptotics at t = 0 and t = ∞

k0(t) :=
t(α(0)+α′(0)t)−1

Γ(α(0))
= eα

′(0)t ln t, k∞(t) :=
t0.9−1

Γ(0.9)
=

t−0.1

Γ(0.9)
(1.2)

in Fig. 1.1(left), from which we observe that the variable-exponent kernel exhibits a
crossover dynamics from the initial quasi-exponential behavior (modeled by k0) to
the long-term power-law decay (modeled by k∞), indicating the multiscale feature of
(1.1). By this means, the variable-exponent kernel k not only eliminates the initial
rapid change and thus the initial singularity of the constant-exponent kernel k∞, but
captures its long-time power-law behavior that k0 does not exhibit. For these reasons,
we call (1.1) the multiscale kernel.
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Fig. 1.1: Log-log plots of (left) k(t) in (1.1) with α(t) = 0.9+0.1e−0.1t and its asymptotics in (1.2)

and (right) k(t; a) with α(t; a) = 0.7 + 0.3e−at for different a and the Mittag-Leffler kernel kE(t).

It is worth mentioning that similar multiscale features could also be realized by
the well-known Mittag–Leffler kernel

kE(t) := Eβ,1(−t
β), Eβ,1(z) :=

∞
∑

i=0

zi

Γ(βi+ 1)
, z ∈ R

for some 0 < β < 1. It is demonstrated in [3, Appendix B] and [27] that the Mit-

tag–Leffler kernel behaves like a stretched exponential function, i.e. e
−tβ

Γ(1+β) , at short

times with the stretching exponent β, and then exhibits a power-law decay like t−β

Γ(1−β)

as t tends to infinity. Nevertheless, the proposed muitiscale kernel (1.1) has the fol-
lowing advantages in comparison with the Mittag–Leffler kernel:

• As the Mittag-Leffler function is typically defined by an infinite series [19], it
is difficult to evaluate the Mittag-Leffler kernel and the obtained value may
not be accurate. In contrast, the multiscale kernel (1.1) could be simply
evaluated with a very high accuracy.

• The Mittag-Leffler kernel gets close to the power law only if t tends to infinity,
while the power law behaviors appear within finite times in most applications.
Instead, the variable exponent provides a great flexibility in adjusting the
properties of the kernel, which could account for more complicated scenarios.
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To better illustrate the second statement, we present the curves of the Mittag-leffler
kernel kE(t) with β = 0.3 and a parameterized multiscale kernel

k(t; a) =
tα(t;a)−1

Γ(α(t; a))
, α(t; a) = 0.7 + 0.3e−at

under different parameters a in Fig. 1.1(right). We observe that the Mittag-leffler

kernel kE(t) approaches the power-law decay (modeled by k(t;∞) = t−0.3

Γ(0.7) ) only

for very large t, while the multiscale kernel could tend to the power-law decay at
different times by adjusting the parameter a. Consequently, the above discussions
demonstrate the flexibility and the novelty of the multiscale kernel (1.1) and motivate
the application of this kernel in practical models.

1.2. Modeling issues. We apply the multiscale kernel (1.1) in the following
parabolic integro-differential equation (PIDE), which attracts increasing attentions
in viscoelastic material modeling [8, 13, 15]

∂u

∂t
(x, t)− µ∆u(x, t)− ζI(α(t))∆u(x, t) = f(x, t), x ∈ Ω, 0 < t ≤ T (1.3)

with the initial conditions

u(x, 0) = u0(x), x ∈ Ω ∪ ∂Ω (1.4)

and boundary conditions

u(x, t) = 0, x ∈ ∂Ω, 0 < t ≤ T. (1.5)

Here Ω ⊂ Rd (1 ≤ d ≤ 3) is an open bounded smooth domain with boundary ∂Ω,
T > 0, the source term f(x, t) and the initial value u0(x) are given functions, µ > 0
represents the viscosity coefficient, ζ > 0, and the variable-exponent integral operator
I(α(t)) is defined as follows [22, 30]

I(α(t))ϕ(t) = (k ∗ ϕ)(t) :=

∫ t

0

k(t− s)ϕ(s)ds. (1.6)

In (1.3), the variable exponent determined by the characteristic fractal dimen-
sions of the microstructures characterizes the structure changes of viscoelastic sys-
tems due to long-term cyclic loads, which in turn propagate to macro scales that
eventually result in material failure [21, 25]. Furthermore, it is validated in [26] that
the variable-exponent model may predict the compression deformation of amorphous
glassy polymers with higher accuracy and fewer parameters, which motivates the ap-
plication of the variable exponent in (1.3) to depict the changing physical properties
of viscoelastic materials.

To demonstrate the impact of the multiscale kernel on solutions, we set Ω = (0, 1),
µ = ζ = 1, f ≡ 1 and u0 = sin(πx) in (1.3)-(1.5) and numerically compute ∂tu(0.5, t)
over a short time period [0, 0.1] under a multiscale kernel and a constant-exponent
kernel, respectively, in Fig 1.2, which indicates that the condition α(0) = 1 effectively
eliminates the initial singularity of the solutions as shown in the case α(t) ≡ 0.2.
This phenomenon again indicates the advantage of the multiscale kernel and will be
rigorously proved in Theorem 3.4.
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Fig. 1.2: Plots of ∂tu(0.5, t) under different α(t).

1.3. Novelty and contribution. For the case α(t) ≡ ᾱ for some 0 < ᾱ ≤
1, there exist extensive mathematical analysis results for the PIDE (1.3) [10, 13,
15, 16, 39]. For numerical approximation, different numerical methods have been
considered for PIDEs and their variants, such as finite element methods [4, 5, 28],
discontinuous Galerkin methods [20, 29], convolution quadrature methods [36, 37],
orthogonal spline collocation methods [31, 38], finite difference methods [33, 34] and
so on. Nevertheless, rigorous mathematical and numerical analysis to model (1.3) is
not available. In particular, due to the non-positive and non-monotonic nature of
(1.1), many existing time discretization methods for the constant-exponent analogue
of (1.6), such as convolution quadrature rule [23] and Laplace transform technique
[24], may not be applicable. In a recent work [40], the resolvent estimates are adopted
to analyze a mutiscale diffusion model, which, after reformulation, takes a similar form
as (1.3). Then a first-order-in-time scheme is accordingly developed and analyzed for
the mutiscale diffusion model in [40], which also applies for the viscoelastic model
(1.3)-(1.5).

The current work considers a second-order-in-time scheme for the model (1.3)-
(1.5), which improves the numerical method in [40]. To construct a second-order
scheme, high-order solution regularity estimates are analyzed, and then we employ
the Crank-Nicolson method and the linear interpolation quadrature to discretize tem-
poral operators. To account for the non-positivity and non-monotonicity of (1.1),
a framework of exponentially weighted energy argument is developed in numerical
analysis, including modifying the difference quotient (cf. (4.2)), numerical scheme,
and error equation, selecting a special test function (cf. (4.15)), etc. Numerical accu-
racy is rigorously proved and then verified by experiments. Furthermore, a crossover
dynamics is observed when we model mechanical vibration by (1.3)-(1.5), which sub-
stantiates the multiscale feature of this viscoelastic model.

The rest of the paper is organized as follows. In Section 2 we present some
preliminaries to be used subsequently. In Section 3, we derive the well-posedness
and high-order regularity estimates of the solutions to (1.3)-(1.5). In Section 4, we
construct a second-order numerical scheme and then prove its stability and error
estimate. Numerical experiments are performed in the last section to substantiate
the theoretical findings.

2. Preliminaries.
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2.1. Notations. Let Lp(Ω) with 1 ≤ p ≤ ∞ be the Banach space of pth power
Lebesgue integrable functions on Ω. Given a positive integer m, let Wm,p(Ω) be
the Sobolev space of Lp functions with the mth weakly derivatives in Lp(Ω). Let
Hm(Ω) := Wm,2(Ω) and Hm

0 (Ω) be its subspace with the zero boundary condition
reach order m− 1. For a non-integer s ≥ 0, Hs(Ω) is defined through interpolation,
see [1]. Let {λi, φi}

∞
i=1 be eigenpairs of the problem −∆φi = λiφi on Ω with zero

boundary conditions. Then, we introduce the Sobolev space Ȟs(Ω) with s ≥ 0 by

Ȟs(Ω) :=

{

v ∈ L2(Ω) : ‖v‖2
Ȟs(Ω)

:=

∞
∑

i=1

λsi (v, φi)
2 <∞

}

,

which is a subspace of Hs(Ω) and satisfies Ȟ0(Ω) = L2(Ω) and Ȟ2(Ω) = H2(Ω) ∩
H1

0 (Ω) [19]. For a Banach space X , let Wm,p(0, T ;X ) be the space of functions in
Wm,p(0, T ) with respect to ‖·‖X . All spaces in this paper are equipped with standard
norms [1, 11].

Throughout this paper, we use Q to denote a generic constant which may be
different in different situations. We set ‖ · ‖ := ‖ · ‖L2(Ω) and Lp(X ) for Lp(0, T ;X )
for brevity, and remove the notation Ω in the spaces and norms if there is no con-
fusion. For instance, ‖ · ‖Lp(L2) implies ‖ · ‖Lp(0,T ;L2(Ω)). Furthermore, we make the
Assumption A:

(i) 0 < α∗ ≤ α(t) ≤ 1, α(0) = 1 and |α′(t)|, |α′′(t)| ≤ Q on [0, T ].
(ii) f ∈ Lp(L2) for 1 < p <∞ and ∆u0 ∈ L2.

2.2. Solution representation. Let Γθ be a contour in the complex plane for
θ ∈ (π/2, π) and δ > 0, defined as follows

Γθ :=
{

z ∈ C : |arg(z)| = θ, |z| ≥ δ
}

∪
{

z ∈ C : |arg(z)| ≤ θ, |z| = δ
}

.

For 0 < µ̂ ≤ 1 and Q = Q(θ, µ̂), the following inequalities hold [2, 23]

∫

Γθ

|z|µ̂−1|etz| |dz| ≤ Qt−µ̂,

∥

∥

∥

∥

∥

∫

Γθ

zµ̂(z−µ∆)−1etz dz

∥

∥

∥

∥

∥

L2→L2

≤
Q

tµ̂
, t ∈ (0, T ]. (2.1)

For any q ∈ L1
loc(0,∞) such that |q(t)| ≤ Qeσ̄t for large t and for some positive

constants Q and σ̄, we denote the Laplace transform L of q(t) as

Lq(z) :=

∫ ∞

0

q̃(t)e−tzdt, ℜ(z) > σ̄,

where ℜ denotes the real part of a complex number. Following [23], if Lq is analytic
in a sector arg(z) < χ̄ for some χ̄ ∈ (π/2, π) and satisfies that |(Lq)(z)| ≤ Q|z|−µ̂ for
some Q, µ̂ > 0, we denote the corresponding inverse transform L−1 of Lq in terms of
the contour Γθ with θ < χ̄ as

L−1(Lq(z)) :=
1

2πi

∫

Γθ

etzLq(z)dz = q(t). (2.2)

Let E(t) := eµt∆ be the semigroup of operators defined by ∂tE(t)g − µ∆E(t)g = 0
with E(t)g = 0 for x ∈ ∂Ω and E(t)g

∣

∣

t=0
= g for x ∈ Ω. The solution u of the

following initial-boundary-value problem

∂tu(x, t)− µ∆u(x, t) = f(x, t), (x, t) ∈ Ω× (0, T ],

u(x, t) = 0, (x, t) ∈ ∂Ω× (0, T ], u(x, 0) = 0, x ∈ Ω
(2.3)
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can be expressed in terms of the E(t) via the Duhamel’s principle

u(x, t) =

∫ t

0

E(t− θ)f(x, θ)dθ, (2.4)

where E(t) could be expressed for ψ ∈ L2(Ω)

E(t)ψ(x) =

∞
∑

i=1

e−µλit(ψ, φi)φi(x) =
1

2πi

∫

Γθ

ezt(z − µ∆)−1ψ(x) dz. (2.5)

For s ≥ r ≥ −1 and any t > 0, the following estimates hold [2, 19, 23]

‖E(t)‖L2→L2 ≤ Q, ‖E(t)ψ‖Ȟs ≤ Qt−(s−r)/2‖ψ‖Ȟr , ψ ∈ Ȟr. (2.6)

Under the Assumption A, we invoke l’Hospital’s rule to obtain

lim
t→0+

[α(t)− 1] ln(t) = lim
t→0+

α(t) − 1

(1/ln(t))
= lim

t→0+
t ln2(t)α′(t) = 0,

lim
y→s+

(y − s)α(y−s)−1

Γ(α(y − s))
= lim

y→s+

e[α(y−s)−1] ln(y−s)

Γ(α(y − s))
= 1,

and we thus introduce the following estimates that are often used in subsequent anal-
ysis [32]

(t− s)α(t−s)−1 = e[α(t−s)−1] ln(t−s) ≤ Q,
∫ T

0

e−γttµ̂−1dt ≤ γ−µ̂

∫ ∞

0

e−ssµ̂−1ds = γ−µ̂Γ(µ̂), 0 < µ̂ < 1.
(2.7)

3. Mathematical analysis. We shall perform mathematical analysis for (1.3)-
(1.5). In general, the well-posedness could be proved following the methods in [40]
such that we only give the results without proof. For higher solution regularity that
[40] does not cover, we give a detailed proof in order to support the construction of
high-order numerical scheme.

We first refer the following properties of k from [40, Lemma 3.2].
Lemma 3.1. Assume Assumption A holds. Then, there exists a positive con-

stant Q such that

|k(t)| ≤ Q, |k′(t)| ≤ Q(1 + | ln(t)|), |k′′(t)| ≤ Qt−1. (3.1)

Then the well-posedness could be proved following [40, Theorem 3.1].
Theorem 3.2. Under Assumption A, the problem (1.3) has a unique solution

u ∈W 1,p(L2) ∩ Lp(Ȟ2) for 1 < p <∞, and

‖u‖W 1,p(L2) + ‖u‖Lp(Ȟ2) ≤ Q
(

‖f‖Lp(L2) + ‖∆u0‖L2

)

.

To prove the high-order regularity estimates of the solutions, we move the con-
volution term in (1.3) to its right-hand side and then use the solution representation
(2.4) to get

u =

[

E(t)u0 +

∫ t

0

E(t− θ)f(x, θ)dθ

]

+

∫ t

0

E(t− θ)ζ(k ∗∆u)(x, θ)dθ := Ξ1+Ξ2.

(3.2)
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Then we follow the proofs of [40, Lemma 4.1 and Theorem 4.2] to prove Lemma
3.3 and Theorem 3.4, respectively. Due to the similarity, we omit the proofs for
simplicity.

Lemma 3.3. Assume Assumption A holds and α ∈W 3,∞(0, T ). For 0 < t ≤ T
and 0 ≤ ε≪ 1, there exists a positive constant Q = Q(ε, ‖α‖W 3,∞ , T ) such that

∣

∣∂tI
(1−ε)∂t

(

ζ(k ∗∆v)
)∣

∣ ≤ Q

∫ t

0

∣

∣∂s∆v(x, s)
∣

∣ds

(t− s)ε
+
Q|∆v0|

tε
, v = u or ∆u. (3.3)

Theorem 3.4. Suppose Assumption A holds and α ∈ W 3,∞(0, T ), u0 ∈ Ȟ4

and f ∈ W 1,p(L2) ∩ Lp(Ȟ2+σ) for 0 < σ ≪ 1 and 1 ≤ p ≤ ∞, then the solution of

(1.3) satisfies

‖u‖W 2,p(L2) + ‖u‖L∞(Ȟ2) + ‖u‖W 1,p(Ȟ2)

≤ Q
(

‖f‖W 1,p(L2) + ‖f‖Lp(Ȟ2+σ) + ‖u0‖Ȟ4

)

.
(3.4)

Now we give a detailed proof for higher regularity of the solutions that [40] does
not cover.

Theorem 3.5. Suppose Assumption A holds and α ∈ W 4,∞(0, T ), u0 ∈ Ȟ6

and f ∈ W 2,p(L2) ∩W 1,p(Ȟ2) ∩ Lp(Ȟ4+σ) for 0 < σ ≪ 1 and 1 ≤ p < ∞. Then the

following estimates hold

‖u‖W 2,p(Ȟ2) ≤ Q
(

‖f‖W 1,p(Ȟ2) + ‖f‖Lp(Ȟ4+σ) + ‖u0‖Ȟ6

)

, (3.5)

‖u‖W 3,p(L2) ≤ Q
(

‖u0‖Ȟ6 + ‖f‖W 1,p(Ȟ2) + ‖f‖Lp(Ȟ4+σ) + ‖f‖W 2,p(L2)

)

+Qt−ε‖∆u0‖L2 , 0 < ε≪ 1. (3.6)

Proof. We first prove (3.5). Note that ∂2t∆u = ∂2t∆Ξ1 + ∂2t∆Ξ2. By (2.5), we
have E′′(t)∆u0 = µ2∆E(t)∆2u0 = µ2E(t)∆3u0 by u0 ∈ Ȟ6, and we directly compute
∂2t∆Ξ1 in (3.2) to get

∂2t∆Ξ1 = µ2E(t)∆3u0 + ∂t∆f + µ∆2f + µ2

∫ t

0

∞
∑

i=1

λ2i e
−µλi(t−s)(∆f, φi)φids

= µ2E(t)∆3u0 + ∂t∆f + µ∆2f + µ

∫ t

0

E′(t− s)∆2f(x, s)ds.

(3.7)

We first use (2.6) to obtain

∫ t

0

∥

∥E′(t− s)∆2f(·, s)
∥

∥

L2(Ω)
ds ≤ Q

∫ t

0

∥

∥E(t− s)∆2f(·, s)
∥

∥

Ȟ2ds

≤ Q

∫ t

0

(t− s)−
2−σ
2 ‖∆2f(·, s)‖Ȟσds

for 0 < σ ≪ 1, which together with (3.7) gives

‖∂2t∆Ξ1‖L2(Ω) ≤ Q
(

‖E(t)‖L2→L2‖∆3u0‖L2 + ‖∂t∆f‖L2 + ‖∆2f‖L2

)

+Q

∫ t

0

∥

∥E′(t− s)∆2f(·, s)
∥

∥

L2ds

≤ Q(‖∆3u0‖L2 + ‖∂t∆f‖L2 + ‖∆2f‖L2)

+Q

∫ t

0

(t− s)−
2−σ
2 ‖∆2f(·, s)‖Ȟσds.

(3.8)
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We take ‖·‖Lp(0,T ) norm on both sides of (3.8) and apply Young’s inequality to obtain

‖∂2t∆Ξ1‖Lp(L2)≤ Q
(

‖∆3u0‖L2+‖f‖W 1,p(Ȟ2)+‖∆2f‖Lp(L2)

)

+Q
∥

∥t−
2−σ
2 ∗ ‖∆2f‖Ȟσ

∥

∥

Lp(0,T )

≤ Q
(

‖∆3u0‖L2 + ‖f‖W 1,p(Ȟ2) + ‖f‖Lp(Ȟ4+σ)

)

.

(3.9)

Next, we shall discuss the analysis of ∂2t∆Ξ2. We utilize the commutativity of the
convolution operator to deduce that

∂t

∫ t

0

E′(t− s)
(

ζ(k ∗∆u)(x, s)
)

ds = ∂t

∫ t

0

E′(s)
(

ζ(k ∗∆u)(x, y)
)∣

∣

y=t−s
ds

=

∫ t

0

E′(s)∂t
(

ζ(k ∗∆u)(x, y)
)∣

∣

y=t−s

)

ds = −

∫ t

0

E′(t− s)∂s
(

ζ(k ∗∆u)(x, s)
)

ds.

Differentiate Ξ2 in (3.2) twice with respect to t and apply the above resulting equation
to obtain

∂t∆Ξ2 =

∫ t

0

E′(t− s)
(

ζ(k ∗∆2u)(x, s)
)

ds+ ζ(k ∗∆2u)(x, t),

∂2t∆Ξ2 = −

∫ t

0

E′(t− s)∂s
(

ζ(k ∗∆2u)(x, s)
)

ds+ ∂t
(

ζ(k ∗∆2u)(x, t)
)

. (3.10)

Now, we utilize the following estimate

∣

∣∂t(ζ(k ∗∆2u))
∣

∣ ≤ Q

∫ t

0

∣

∣∂θ∆
2u
∣

∣dθ +Q|∆2u0| (3.11)

to directly bound the second term on the right-hand side of (3.10) and follow (2.2)
and the similar procedures in [40, (3.14)-(3.15)] to reformulate

∫ t

0

E′(t− s)∂s
(

ζ(k ∗∆2u)(x, s)
)

ds

=

∫ t

0

[

1

2πi

∫

Γθ

z1−ε(z − µ∆)−1ez(t−s)dz

]

(

∂sI
(1−ε)∂s(ζ(k ∗∆

2u)(x, s)
)

ds.

We invoke (2.1) and (3.3) to bound the integral in the square brackets and the first
term on the right-hand side in (3.10), respectively, to obtain

∥

∥

∥

∥

∫ t

0

E′(t− s)∂s
(

ζ(k ∗∆2u)(x, s)
)

ds

∥

∥

∥

∥

L2

≤ Q

∫ t

0

∥

∥∂sI
(1−ε)∂s(ζ(k ∗∆

2u)(x, s))
∥

∥

L2ds

(t− s)1−ε

≤ Q

∫ t

0

1

(t− s)1−ε

(

∫ s

0

‖∂θ∆
2u(·, θ)‖L2

(s− θ)ε
dθ + ‖∆2u0‖s

−ε
)

ds

≤ Q

∫ t

0

‖∂θ∆
2u(·, θ)‖L2dθ +Q‖∆2u0‖,

(3.12)
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where we swapped the order of the integral in the last inequality.
Fixing 1 ≤ p < ∞, and then we can select 0 < ε ≪ 1 to satisfy 0 < εp < 1.

By multiplying ∂2t∆Ξ2 in (3.10) by e−γt and taking the ‖ · ‖Lp(0,T ) norm on both
sides of the resulting equation, we then incorporate (2.7), (3.11), (3.12), and Young’s
convolution inequality to arrive at

∥

∥e−γt∂2t∆Ξ2

∥

∥

Lp(L2)
≤ Q

∥

∥

(

e−γt
)

∗
(

e−γt‖∂t∆
2u(·, t)‖

)
∥

∥

Lp(0,T )
+Q‖∆2u0‖

≤ Qγ−1‖e−γt∂t∆
2u‖Lp(L2) +Q‖∆2u0‖.

(3.13)

We differentiate (3.2) twice in time, apply the ‖ · ‖Lp(0,T ) norm on both sides of the
resulting equation, then multiply it by e−γt, and invoking (3.9) and (3.13) to get

∥

∥e−γt∂2t∆u
∥

∥

Lp(L2)
≤
∥

∥e−γt∂2t∆Ξ1

∥

∥

Lp(L2)
+
∥

∥e−γt∂2t∆Ξ2

∥

∥

Lp(L2)

≤ Q
(

‖f‖W 1,p(Ȟ2)+‖f‖Lp(Ȟ4+σ)+‖∆2u0‖+‖∆3u0‖
)

+Qγ−1
∥

∥e−γt∂t∆
2u
∥

∥

Lp(L2)
.

(3.14)

We then differentiate (3.2) with respect to t, apply the ‖ · ‖Lp(0,T ) norm on both sides
of the resulting equation multiplied by e−γt, and combine the estimates (3.11), (3.14)
with Young’s convolution inequality to bound

∥

∥e−γt∂t∆
2u
∥

∥

Lp(L2)
≤ Q

∥

∥e−γt
(

∂2t∆u− ∂t∆f − ∂t(ζ(k ∗∆2u))
)
∥

∥

Lp(L2)

≤ Q
(

‖f‖W 1,p(Ȟ2) + ‖f‖Lp(Ȟ4+σ) + ‖u0‖Ȟ6

)

+Qγ−1
∥

∥e−γt∂t∆
2u
∥

∥

Lp(L2)
.

Here we set γ large enough to eliminate the last term on the right-hand side of the
above equation to obtain

∥

∥e−γt∂t∆
2u
∥

∥

Lp(L2)
≤ Q

(

‖f‖W 1,p(Ȟ2) + ‖f‖Lp(Ȟ4+σ) + ‖u0‖Ȟ6

)

,

which combined with (3.14) leads to

∥

∥∂2t u
∥

∥

Lp(Ȟ2)
≤ Q

(

‖u0‖Ȟ6 + ‖f‖W 1,p(Ȟ2) + ‖f‖Lp(Ȟ4+σ)

)

. (3.15)

This yields (3.5).
To prove (3.6), we shall bound ‖∂3t u‖Lp(L2). We apply the initial condition

∂tu(x, 0) = µ∆u0 + f(x, 0) from (1.3), the following relation

∂2t

∫ t

0

k(s)∆u(x, t− s)ds = k′(t)∆u0 + k(t)∆∂tu(x, 0) +

∫ t

0

k(s)∂2t∆u(x, t− s)ds,

and (1.3) to obtain

∂3t u = µ∂2t∆u+ ζ∂2t

∫ t

0

k(s)∆u(x, t− s)ds+ ∂2t f(t)

= µ∂2t∆u+ ∂2t f(t) + ζk′(t)∆u0 + ζk(t)[µ∆2u0 +∆f(x, 0)]

+ ζ

∫ t

0

k(s)∂2t∆u(x, t− s)ds.
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We combine (3.5) and (3.1) in Lemma 3.1, i.e., |k′(t)| ≤ Q(1 + | ln(t)|) ≤ Qt−ε, and
the Sobolev embedding W 1,p(0, T ) →֒ L∞(0, T ) [1] to obtain

‖∂3t u‖Lp(L2) ≤ Q
(

‖∂2t∆u‖Lp(L2) + ‖∂2t f(t)‖Lp(L2) + |k′(t)|‖∆u0‖L2)

+Q|k(t)|
[

‖∆2u0‖L2 + ‖∆f(·, 0)‖L2

]

+Q

∫ t

0

|k(s)|‖∂2t∆u(·, t− s)‖Lp(L2)ds

≤ Q
(

‖u0‖Ȟ6+‖f‖W 1,p(Ȟ2)+‖f‖Lp(Ȟ4+σ) + ‖f‖W 2,p(L2)+‖∆f(·, 0)‖L2

)

+Qt−ε‖∆u0‖L2

≤ Q
(

‖u0‖Ȟ6 + ‖f‖W 1,p(Ȟ2) + ‖f‖Lp(Ȟ4+σ) + ‖f‖W 2,p(L2)

)

+Qt−ε‖∆u0‖L2 ,

which completes the proof.

4. Second-order scheme. In this section, we propose and analyze a second-
order numerical approximation to (1.3)-(1.5).

4.1. Temporal semi-discrete scheme. Denote

0 = t0 < t1 < · · · < tN = T, N ∈ Z
+, τ = tn − tn−1 =

T

N
, 1 ≤ n ≤ N.

In addition, we define

δtV
n =

V n − V n−1

τ
, V n−1/2 =

V n + V n−1

2
, tn−1/2 =

tn + tn−1

2
, 1 ≤ n ≤ N.

To facilitate the analysis, we first denote

V̂ n = e−λtnV n, 1 ≤ λ <∞, (4.1)

and

δλt V̂
n :=

V̂ n − e−λτ V̂ n−1

τ
= e−λtnδtV

n, n ≥ 1. (4.2)

We employ the linear interpolation quadrature to approximate the integral term in
(1.3)

I(α(tn))ϕ(tn) =

∫ tn

0

(tn − s)α(tn−s)−1

Γ(α(tn − s))
ϕ(s)ds

≈

n
∑

j=1

∫ tj

tj−1

(tn − s)α(tn−s)−1

Γ(α(tn − s))
L1[ϕ](s)ds

=

n
∑

j=1

[

an,jϕ
j + bn,jϕ

j−1
]

:= IIn(ϕ), n ≥ 1,

(4.3)

where

ϕj = ϕ(tj), L1[ϕ](s) =
s− tj−1

τ
ϕj +

tj − s

τ
ϕj−1, (4.4)
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and

an,j =

∫ tj

tj−1

(tn − s)α(tn−s)−1

Γ(α(tn − s))

s− tj−1

τ
ds > 0,

bn,j =

∫ tj

tj−1

(tn − s)α(tn−s)−1

Γ(α(tn − s))

tj − s

τ
ds > 0.

(4.5)

Then (1.3) implies

1

2
[I(α(tn))ϕ(tn) + I(α(tn−1))ϕ(tn−1)] ≈

1

2

n
∑

j=1

[

an,jϕ
j + bn,jϕ

j−1
]

+
1

2

n−1
∑

j=1

[

an−1,jϕ
j + bn−1,jϕ

j−1
]

, n ≥ 1,

(4.6)

and we use the fact that an−1,j = an,j+1 and bn−1,j = bn,j+1 to get

1

2
[I(α(tn))ϕ(tn) + I(α(tn−1))ϕ(tn−1)] ≈

n
∑

j=1

an,j
ϕj + ϕj−1

2

+

n
∑

j=1

bn,j
ϕj−1 + ϕj−2

2
− an,1

ϕ0

2
:= IIn−1/2(ϕ), ϕ−1 = 0 = II0(ϕ). (4.7)

Now, we consider (1.3) at the point t = tn and apply Crank-Nicolson method to get
for un := u(x, tn)

δtu
n − µ∆un−1/2 − ζIIn−1/2(∆u) = fn−1/2 +Rn, 1 ≤ n ≤ N, (4.8)

u0 = u0, (4.9)

where Rn = Rn
1 +R

n−1/2
2 , and

Rn
1 =

[

δtu
n − ∂tu(tn−1/2)

]

+
[

∂tu(tn−1/2)− (∂tu)
n−1/2

]

, n ≥ 1, (4.10)

Rn
2 = ζ(IIn(∆u)− I(α(tn))∆u(tn)), n ≥ 1, R0

2 = 0. (4.11)

By omitting the small term Rn in (4.8) and replacing Un as approximate solutions of
un, we obtain Crank-Nicolson scheme as

δtU
n − µ∆Un−1/2 − ζIIn−1/2(∆U) = fn−1/2, 1 ≤ n ≤ N, (4.12)

U0 = u0. (4.13)

Then, we use the notation of (4.1) and (4.2) and multiply both sides of (4.12) by
e−λtn to get

δλt Û
n − µΛλ(∆Û

n)− ζ
n
∑

j=1

ãn,jΛλ(∆Û
j)− ζ

n
∑

j=2

b̃n,jΛλ(∆Û
j−1)

+ ζ(an,1 − bn,1)e
−λtnΛλ(∆Û

0) = Λλ(f̂
n), 1 ≤ n ≤ N, (4.14)

where

ãn,j = an,je
−λtn−j , b̃n,j = bn,je

−λtn+1−j , Λλ(V̂
n) =

V̂ n + e−λτ V̂ n−1

2
. (4.15)
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4.2. Stability and error estimate. Next, we shall deduce the following sta-
bility result.

Theorem 4.1. Let Um be the solution of the Crank-Nicolson scheme (4.12)-
(4.13). Then we have

‖Um‖2 ≤ Q

(

‖U0‖2 + τ‖∇U0‖2 + τ

m
∑

n=1

‖fn−1/2‖2

)

, 1 ≤ m ≤ N.

Proof. We first take the inner product of (4.14) with τΛλ(Û
n) and then sum for

n from 1 to m to get

τ

m
∑

n=1

(δλt Û
n,Λλ(Û

n)) + µτ

m
∑

n=1

(Λλ(∇Û
n),Λλ(∇Û

n))

+ ζτ

m
∑

n=1

ãn,n(Λλ(∇Û
n),Λλ(∇Û

n)) = −ζτ

m
∑

n=2

n−1
∑

j=1

ãn,j(Λλ(∇Û
j),Λλ(∇Û

n))

− ζτ

m
∑

n=2

n
∑

j=2

b̃n,j(Λλ(∇Û
j−1),Λλ(∇Û

n)) + τ

m
∑

n=1

(Λλ(f̂
n),Λλ(Û

n))

+ ζτ

m
∑

n=1

(an,1 − bn,1)e
−λtn(Λλ(∇Û

0),Λλ(∇Û
n)) := −ζΦ1 − ζΦ2 +Φ4 + ζΦ3,

which follows from an,n ≥ 0 and

τ

m
∑

n=1

(δλt Û
n,Λλ(Û

n)) =

m
∑

n=1

‖Ûn‖2 − ‖e−λτ Ûn−1‖2

2

≥

m
∑

n=1

‖Ûn‖2 − ‖Ûn−1‖2

2
=

‖Ûm‖2 − ‖Û0‖2

2

(4.16)

that

‖Ûm‖2 − ‖Û0‖2

2
+ µτ

m
∑

n=1

‖Λλ(∇Û
n)‖2 ≤ ζ

3
∑

j=1

|Φj |+ |Φ4|. (4.17)

Below we will further estimate the terms of the right-hand side of (4.17). First, we

apply Cauchy-Schwarz inequality and ab ≤ a2+b2

2 to obtain

|Φ1| ≤ τ

m
∑

n=2

n−1
∑

j=1

ãn,j‖Λλ(∇Û
j)‖‖Λλ(∇Û

n)‖

≤ τ

m
∑

n=2

n−1
∑

j=1

ãn,j
‖Λλ(∇Û

j)‖2 + ‖Λλ(∇Û
n)‖2

2

= τ

m
∑

n=2

n−1
∑

j=1

ãn,j
‖Λλ(∇Û

j)‖2

2
+ τ

m
∑

n=2

‖Λλ(∇Û
n)‖2

2

n−1
∑

j=1

ãn,j

= τ
m−1
∑

j=1

‖Λλ(∇Û
j)‖2

2

m
∑

n=j+1

ãn,j + τ
m
∑

n=2

‖Λλ(∇Û
n)‖2

2

n−1
∑

j=1

ãn,j,
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where

m
∑

n=j+1

ãn,j ≤ Q

m
∑

n=j+1

e−λtn−jτ(tn − tj)
α∗−1 = Qτ

m−j
∑

p=1

e−λtp(tp)
α∗−1

≤ Q

∫ tm−j

0

e−λssα∗−1ds ≤ Q

∫ ∞

0

e−λssα∗−1ds ≤ Qλ−α∗ ,

n−1
∑

j=1

ãn,j ≤ Q

n−1
∑

p=1

e−λtpτ(tp)
α∗−1 ≤ Q

∫ ∞

0

e−λssα∗−1ds ≤ Qλ−α∗ .

Thus, we get

|Φ1| ≤ (Qλ−α∗)τ
m
∑

n=1

‖Λλ(∇Û
n)‖2. (4.18)

Then, similar to the analysis of (4.18), we use b̃n,n ≤ Q
∫ tn
tn−1

(tn − s)α∗−1ds ≤ Qτα∗

to get

|Φ2| ≤ Qτ

m
∑

n=2

b̃n,n‖Λλ(∇Û
n−1)‖‖Λλ(∇Û

n)‖

+ τ

m
∑

n=2

n−1
∑

j=2

b̃n,j‖Λλ(∇Û
j−1)‖‖Λλ(∇Û

n)‖

≤ Q
(

τα∗ + λ−α∗

)

τ
m
∑

n=1

‖Λλ(∇Û
n)‖2. (4.19)

Next, we discuss the term |Φ3|. We utilize

|a1,1 − b1,1| ≤ Qτα∗ , |an,1 − bn,1| ≤ Qτtα∗−1
n−1 ≤ Qτα∗ , n ≥ 2,

and Cauchy-Schwarz inequality to get

|Φ3| ≤ (Qτα∗)τ

m
∑

n=1

‖Λλ(∇Û
n)‖2 +Qτα∗+1‖Λλ(∇Û

0)‖2

+ τ
m
∑

n=2

Qτtα∗−1
n−1 e

−λtn−1‖Λλ(∇Û
0)‖2

≤ (Qτα∗)τ

m
∑

n=1

‖Λλ(∇Û
n)‖2 +Qτ‖Λλ(∇Û

0)‖2. (4.20)

Finally, we bound |Φ4|. It is easy to obtain with Λλ(V̂
n) = e−λtnV n−1/2,

|Φ4| ≤ Qτ

m
∑

n=1

‖Λλ(Û
n)‖

∥

∥

∥
Λλ(f̂

n)
∥

∥

∥
≤ Qτ

m
∑

n=1

‖Un−1/2‖
∥

∥

∥
fn−1/2

∥

∥

∥
. (4.21)

We put (4.18)–(4.21) into the right-hand side of (4.17):

‖Ûm‖2

2
+ µτ

m
∑

n=1

‖Λλ(∇Û
n)‖2 ≤ Qζ

(

τα∗ + λ−α∗

)

τ

m
∑

n=1

‖Λλ(∇Û
n)‖2

+Qζτ‖Λλ(∇Û
0)‖2 +Qτ

m
∑

n=1

‖Un−1/2‖
∥

∥

∥
fn−1/2

∥

∥

∥
+

‖Û0‖2

2
,
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in which, taking suitable large λ and small τ so that Qζ (τα∗ + λ−α∗) ≤ µ, we get

‖Ûm‖2

2
≤ Qτ‖Λλ(∇Û

0)‖2 +
‖Û0‖2

2
+Qτ

m
∑

n=1

‖Un−1/2‖
∥

∥

∥
fn−1/2

∥

∥

∥
, (4.22)

which combines the estimate

Qτ

m
∑

n=1

‖Un−1/2‖
∥

∥

∥
fn− 1

2

∥

∥

∥
≤ Qτ‖Um‖2 +Qτ

m−1
∑

n=0

‖Un‖2 +Qτ

m
∑

n=1

∥

∥

∥
fn− 1

2

∥

∥

∥

2

,

‖Ûm‖2

2 = e−2λtm‖Um‖2

2 , and 2Qe2λtmτ ≤ 1
4 yields

‖Um‖2

4
≤ Qτ‖∇U0‖2 +

‖U0‖2

2
+Qτ

m
∑

n=1

∥

∥

∥
fn− 1

2

∥

∥

∥

2

+Qτ

m−1
∑

n=0

‖Un‖2.

This finishes the proof by the discrete Grönwall’s inequality.

In what follows, we shall deduce the convergence of the Crank-Nicolson scheme
(4.12)-(4.13). By subtracting (4.12)-(4.13) from (4.8)-(4.9), we arrive at the following
error equations

δtρ
n − µ∆ρn−1/2 − ζIIn−1/2(∆ρ) = Rn, 1 ≤ n ≤ N, (4.23)

ρ0 = 0. (4.24)

Then, we use (4.14) to get for 1 ≤ n ≤ N

δλt ρ̂
n − µΛλ(∆ρ̂

n)− ζ

n
∑

j=1

ãn,jΛλ(∆ρ̂
j)− ζ

n
∑

j=2

b̃n,jΛλ(∆ρ̂
j−1) = R̂n. (4.25)

Theorem 4.2. Under the conditions of Theorem 3.5, the following error estimate

holds with T <∞

‖um − Um‖ ≤ Qτ2, 1 ≤ m ≤ N.

Proof. Based on the analysis of Theorem 4.1 and (4.22), we use (4.25) to get

‖ρ̂m‖2

2
≤ Qτ

m
∑

n=1

‖ρn−1/2‖
∥

∥

∥
R̂n
∥

∥

∥
≤ Qτ

m
∑

n=1

‖ρn−1/2‖ ‖Rn‖ ,

which further gives

‖ρm‖2 ≤ Qτ

m
∑

n=1

‖ρn−1/2‖ ‖Rn‖ .

Then, selecting a suitable m∗ such that ‖ρm∗‖ = max
0≤n≤m

‖ρn‖, we have

‖ρm‖ ≤ ‖ρm∗‖ ≤ Qτ

m∗
∑

n=1

‖Rn‖ ≤ Qτ

m
∑

n=1

(

‖Rn
1 ‖+

∥

∥

∥
R

n−1/2
2

∥

∥

∥

)

. (4.26)
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Next, we will discuss the terms of the right-hand side of (4.26). By Taylor expansion
with integral remainder, (4.10) gives

∥

∥R1
1

∥

∥ ≤ 2

∫ τ

0

‖∂2t u(t)‖dt, ‖Rn
1‖ ≤ τ

∫ tn

tn−1

‖∂3t u(t)‖dt, n ≥ 2,

which combines (3.4) and (3.6), then we get

τ

m
∑

n=1

‖Rn
1 ‖ ≤ Qτ2 +Qτ2

∫ tm

t1

t−εdt ≤ Qτ2. (4.27)

We apply the remainder of linear interpolation with ξj ∈ (tj−1, tj), (4.11), (4.4), and
(3.5) to get

‖Rn
2 ‖ ≤ ζ

n
∑

j=1

∫ tj

tj−1

(tn − s)α(tn−s)−1

Γ(α(tn − s))

∥

∥∆u(s)− L1[∆u](s)
∥

∥ds

≤ Q

n
∑

j=1

∫ tj

tj−1

(tn − s)α∗−1

∥

∥

∥

∥

1

2
∂2t∆u(ξj)(s− tj)(s− tj−1)

∥

∥

∥

∥

ds

≤ Q

n
∑

j=1

∫ tj

tj−1

(tn − s)α∗−1
∥

∥∂2t∆u(ξj)
∥

∥

τ2

2
ds

≤ Qτ2
∫ tn

0

(tn − s)α∗−1ds.

Thus we further obtain

τ

m
∑

n=1

‖Rn
2‖ ≤ Qτ3

m
∑

n=1

∫ tn

0

(tn − s)α∗−1ds ≤ Qτ2. (4.28)

By inserting (4.27) and (4.28) into (4.26), the proof is completed.

4.3. Fully discrete scheme. Next, we shall develop a fully discrete Crank-
Nicolson scheme by applying the spatial finite element method. Define a quasi-uniform
partition of Ω with the mesh diameter h. Let Sh be the space of continuous piecewise
linear functions on Ω with respect to the partition. Define the Ritz projector Ih :
H1

0 (Ω) → Sh by

(∇(Ihw − w),∇χ) = 0 for χ ∈ Sh

with the following approximation property [19]

‖w − Ihw‖L2 ≤ Qh2‖w(t)‖H2(Ω). (4.29)

Based on the Crank-Nicolson scheme (4.12)-(4.13), we obtain the fully discrete
Galerkin scheme: find Ûh ∈ Sh such that
(

δλt Û
n
h , χ

)

+ µ
(

Λλ(∇Û
n
h ),∇χ

)

+ ζ

n
∑

j=1

ãn,j

(

Λλ(∇Û
j
h),∇χ

)

+ ζ

n
∑

j=2

b̃n,j

(

Λλ(∇Û
j−1
h ),∇χ

)

(4.30)

− ζ(an,1 − bn,1)e
−λtn

(

Λλ(∇Û
0
h),∇χ

)

=
(

Λλ(f̂
n), χ

)

, 1 ≤ n ≤ N,
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for all χ ∈ Sh with the suitable approximation U0
h ≈ u0.

To facilitate analysis, we decompose

u(tn)− Un
h = ζn − η(tn) := ζn − ηn,

where

ζn = Ihu(tn)− Un
h ∈ Sh, ηn = Ihu(tn)− u(tn). (4.31)

We apply (4.8), (4.31), and (4.30) to get the following error equation

(

δλt ζ̂
n, χ

)

+ µ
(

Λλ(∇ζ̂
n),∇χ

)

+ ζ

n
∑

j=1

ãn,j

(

Λλ(∇ζ̂
j),∇χ

)

(4.32)

+ ζ
n
∑

j=2

b̃n,j

(

Λλ(∇ζ̂
j−1),∇χ

)

=
(

R̂n + δλt η̂
n, χ

)

, 1 ≤ n ≤ N.

Theorem 4.3. Let Um
h be the solution of the fully discrete Crank-Nicolson

Galerkin scheme (4.30). Then the following stability result holds

‖Um
h ‖2 ≤ Q

(

‖U0
h‖

2 + τ‖∇U0
h‖

2 + τ

m
∑

n=1

‖fn−1/2‖2

)

, 1 ≤ m ≤ N. (4.33)

In addition, under the conditions of Theorem 3.5, the following error estimate holds

‖um − Um
h ‖ ≤ Q(τ2 + h2), 1 ≤ m ≤ N. (4.34)

Proof. We take χ = Λλ(Û
n
h ) in (4.30) and follow the similar procedures in

Theorem 4.1 to obtain (4.33). We then take χ = Λλ(ζ̂
n) in (4.32), use ‖η̂m‖ ≤

Qh2‖u‖L∞(H2), and combine Theorem 4.2 to prove (4.34).

5. Numerical simulation. We carry out numerical experiments to investigate
the convergence behavior of different discretization schemes (i.e. the second-order
scheme (4.30) and the first-order scheme in [40]) and to substantiate the theoretical
findings proved in §4. We then numerically investigate the behavior of solutions to
model (1.3)-(1.5) to show its dependence on the parameters. Finally, we show the
crossover dynamics of (1.3)-(1.5) in mechanical vibration to demonstrate the advan-
tage of introducing variable exponent.

5.1. Convergence test. We consider the problem (1.3)-(1.5) with Ω = (0, 1),
µ = ζ = 1, T = 1, α(t) = 1 − 4

5 t, u0(x) = sin(πx) and f = 1. We fix M = 32 (M is
the degree of freedom in spatial discretization) to test the temporal convergence rates
of the fully discrete second-order scheme (4.30) and the first-order scheme proposed
in [40], while we fix N = 32 to test its spatial convergence rates. We denote the
temporal errors and the convergence rate as

E2(τ, h) =

√

√

√

√h

J−1
∑

j=1

∣

∣UN
j (τ, h)− U2N

j (τ/2, h)
∣

∣

2
, ratet = log2

(

E2(2τ, h)

E2(τ, h)

)

,

and the spatial errors and the corresponding convergence orders are denoted as follows

F2(τ, h) =

√

√

√

√h

J−1
∑

j=1

∣

∣UN
j (τ, h)− UN

2j (τ, h/2)
∣

∣

2
, ratex = log2

(

F2(τ, 2h)

F2(τ, h)

)

.
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Numerical results are presented in Table 5.1, which indicate the second-order accuracy
of the scheme (4.30) in both space and time that is consistent with Theorem 4.3.
Furthermore, the numerical errors of the second-order scheme (4.30) in Table 5.1 are
much smaller than those of the first-order scheme proposed in [40], which demonstrates
its advantages.

Table 5.1: Discrete L2 errors and convergence rates of the schemes.

Scheme (4.30) Scheme (4.30) Scheme in [40]

M F2(∆t, h) ratex N E2(∆t, h) ratet N E2(∆t, h) ratet

32 3.5833× 10−5 * 64 7.1473× 10−6 * 64 2.6569× 10−4 *
64 9.0121× 10−6 1.99 128 1.7857× 10−6 2.00 128 1.3529× 10−4 0.97
128 2.2589× 10−6 2.00 256 4.4796× 10−7 2.00 256 6.8202× 10−5 0.99
256 5.6559× 10−7 2.00 512 1.1239× 10−7 1.99 512 3.4232× 10−5 0.99
512 1.4153× 10−7 2.00 1024 2.8200× 10−8 1.99 1024 1.7147× 10−5 1.00

Theory 2.00 2.00 1.00

5.2. Solutions under different parameters. We investigate the solutions to
problem (1.3)-(1.5) and its dependence on the parameters. Let Ω = (0, 1), [0, T ] =

[0, 10], u0 = 0, µ = 0.1, ζ = 1, and f = e−(t+ (x−0.5)2

2 ), which is roughly an initial
point source located at the center x = 0.5 of Ω. To test the effects of the exponent,
we select α(t) ≡ α for different 0 < α < 1 and compute u(0.5, t) with M = 128 and
N = 1024 in Fig. 5.1(left), which indicates that: (i) For the case α = 1, the solution
exhibits the wave propagation behavior with decreasing amplitude over time [6, 7],
which corresponds to the fact that the kernel k becomes the identity such that the
governing equation (1.3) could be reformulated as a wave equation with a damping
term; (ii) For the case α < 1, the wave behavior is weakened due to the viscoelastic
property of the governing equation.

To investigate the effects of the viscosity µ, we present the solution curves in
Fig. 5.2(right) under the same data and α(t) = 1 − t

20 , from which we observe that
the maximum amplitudes of the solutions decrease as µ increases, which reveals the
greater dissipation effects under the larger viscosity µ.
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Fig. 5.1: Solution curves of u(0.5, t) under different parameters.
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5.3. Crossover dynamics in mechanical vibration. We show the crossover
dynamics of model (1.3)-(1.5) in mechanical vibration. Let Ω = (0, 10), [0, T ] =

[0, 150], µ = 0.4, ζ = 0.05, u0 = 0, f = e−[ t2+
(x−5)2

8 ], M = 128 and N = 512. We
plot the solution curves of u(5, t) under different kernels in (1.2) in Fig. 5.2, from
which we observe that the solution under the multiscale kernel k coincides with that
under the quasi-exponential kernel k0 within a relatively short temporal interval, and
then gradually captures the long-term viscoelastic behavior modeled by the equation
(1.3) with the power-law kernel k∞. Such transition indicates the capability of the
multiscale kernel k in modeling the crossover dynamics due to, e.g. the change of
material properties caused by fatigue and deformation.

Fig. 5.2: Solution curves of u(5, t) under different kernels.
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