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Abstract

Given a set of scattered points on a regular or irregular 2D polygon, we aim to employ them

as quadrature points to construct a quadrature rule that establishes Marcinkiewicz–Zygmund

inequalities on this polygon. The quadrature construction is aided by Bernstein–Bézier polyno-

mials. For this purpose, we first propose a quadrature rule on triangles with an arbitrary degree

of exactness and establish Marcinkiewicz–Zygmund estimates for 3-, 10-, and 21-point quadra-

ture rules on triangles. Based on the 3-point quadrature rule on triangles, we then propose the

desired quadrature rule on the polygon that satisfies Marcinkiewicz–Zygmund inequalities for

1 ≤ p ≤ ∞. As a byproduct, we provide error analysis for both quadrature rules on triangles

and polygons. Numerical results further validate our construction.

Keywords: Marcinkiewicz–Zygmund inequalities, Bernstein–Bézier polynomials, quadrature, in-
terpolation, scattered points, triangles, polygons
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1 Introduction

Let N ≥ 1 be an integer and χ a trigonometric polynomial of order at most N . The classical
Marcinkiewicz–Zygmund inequality [25, Chapter X] states that

∫ 2π

0

|χ(x)|pdx ≤ Ap

2N + 1

2N∑

k=0

∣
∣
∣
∣
χ

(
2kπ

2N + 1

)∣
∣
∣
∣

p

≤ AAp

∫ 2π

0

|χ(x)|pdx

for 1 < p < ∞, where A > 0 is a generic constant and Ap > 0 is a constant depending only on
p. The second inequality holds for p = 1 and p = ∞ as well. Moreover, the first inequality is
also valid for p = 1 and p = ∞ if the summation includes more points than 2N + 1. These types
of inequalities are of great practical value, as they ease the restrictive assumption of quadrature
exactness in traditional numerical analysis. For instance, Marcinkiewicz–Zygmund inequalities have
been applied to hyperinterpolation, originally proposed by Sloan in [23] as a discretization of the L2

orthogonal projection, to bypass the quadrature exactness assumption in its construction, see, e.g.,
[1, 2, 3]. Recently, they have also been used to relax quadrature exactness requirements in classical
numerical methods for partial differential equations [24] and integral equations [4].

Since the pioneering work [20] of Marcinkiewicz and Zygmund, there has been extensive research
on Marcinkiewicz–Zygmund inequalities across various domains. In one dimension, these inequalities
have been studied on the torus (see, e.g., [13]), real lines (see, e.g., [17, 18]), and unit circles (see,
e.g., [6]). It was followed by significant advancements in understanding Marcinkiewicz–Zygmund
inequalities on compact manifolds, including spheres (see, e.g., [5, 10, 21, 22]) and general compact
manifolds (see, e.g., [11, 12, 14, 19]). Compared to the extensive literature on compact manifolds, the
exploration of Marcinkiewicz–Zygmund inequalities on multivariate compact domains in Euclidean
spaces remains relatively limited. Notable studies include results on spherical caps [7] and initial
findings in several multivariate domains [8].

In this paper, we are driven by practical considerations on 2D polygons. Let Ω ⊂ R
2 be a regular or

irregular 2D polygon, with its boundary ∂Ω consisting of piecewise line segments. Given a set of scat-
tered points (xj , yj)

m
i=1 on Ω with vertices of Ω included, we are motivated to construct a quadrature
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rule using these scattered points as quadrature points and investigate the related Marcinkiewicz–
Zygmund inequalities. This construction immediately links the extensive theory of Marcinkiewicz–
Zygmund inequalities to practice. An analogue of our work is [10], in which Marcinkiewicz–Zygmund
inequalities for scattered data on spheres have been established.

Our approach involves triangulating Ω into triangles with these scattered points as vertices. We
first focus on a single triangle, proposing a quadrature rule in its domain points and investigating
the Marcinkiewicz–Zygmund inequalities on it. We note that for this specific quadrature rule on
triangles, Marcinkiewicz–Zygmund inequalities may not be achievable due to the sharpness of the
Markov inequality on single triangles. We then extend the 3-point quadrature rule from triangles
to the triangulation of Ω. For the proposed quadrature rule on polygons, we derive Marcinkiewicz–
Zygmund inequalities for 1 ≤ p ≤ ∞. The reason why we can establish Marcinkiewicz–Zygmund
inequalities on polygons, unlike the quadrature in domain points of a single triangle, is that we can
use the coarsest triangulation with only the vertices of the polygon itself. This allows us to derive a
Markov inequality on polygons with constants that depend only on the boundary of Ω, rather than
on individual triangles. As a corollary, given a set of scattered points (rather than domain points) on
a single triangle with its vertices included, we can also establish Marcinkiewicz–Zygmund inequalities
on it.

In Section 2 we collect some concepts in triangulation and Bernstein–Bézier polynomials, which
are essential for our quadrature construction. Section 3.1 focuses on triangles, and we extend these
results to polygons in Section 3.2. Numerical results in Section 4 confirm the accuracy of the proposed
quadrature rules for both triangles and polygons.

2 Preliminaries

Given any domain Ω in R
2, we define the usual L∞ norm of a function f by

‖f‖∞,Ω := ess sup
x∈Ω

|f(x)|.

If f is continuous on Ω, we can replace the essential supremum by the maximum. For 1 ≤ p < ∞,
we define the usual Lp norm by

‖f‖p,Ω :=

[∫

Ω

|f(x)|pdx
]1/p

.

For 1 ≤ p ≤ ∞ and d ≥ 0, we also define the Sobolev spaceW d+1,p(Ω) := {f ∈ Lp(Ω) : ‖f‖d+1,p,Ω < ∞},
where the Sobolev norm is defined as

‖f‖d+1,p,Ω :=







(
∑d+1

k=0 |f |
p
k,p,Ω

)1/p

, 1 ≤ p < ∞,
∑d+1

k=0 |f |k,∞,Ω, p = ∞

with the Sobolev semi-norm defined as

|f |d+1,p,Ω :=







(
∑

ν+µ=k

∥
∥Dν

xD
µ
y f
∥
∥
p

p,Ω

)1/p

, 1 ≤ p < ∞,

maxν+µ=k

∥
∥Dν

xD
µ
y f
∥
∥
∞,Ω

, p = ∞.

We denote by ‖ · ‖p (1 ≤ p ≤ ∞) the usual ℓp norm of vectors and matrices.
In the following, we gather key results in Bernstein–Bézier polynomials. All definitions, properties,

and results provided here can be found in [16].
Triangulation. Given a triangle T , we let |T | denote the length of the longest edge of T and ρT

the radius of the largest disk that can be inscribed circle in T . The shape parameter for this triangle,
denoted by κT , is defined as

κT :=
|T |
ρT

.

We also denote by AT the area of the triangle T .
For any polygonal domain Ω ∈ R

2, let the collection △ = {T1, . . . , Tn} of triangles be a triangu-
lation of Ω. This means Ω =

⋃n
i=1 Tn and any pair of triangles in △ that intersect do so at either a

2
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common vertex or a common edge. The longest edge length in the triangulation △, denoted by |△|,
is known as the size of the triangulation △.

For functions on triangles T and polygons Ω =
⋃

T∈△ T , we have the mesh-dependent relation:

∥
∥Dα

xD
β
y f
∥
∥
p

p,Ω
=
∑

T∈△

∥
∥Dα

xD
β
y f
∥
∥
p

p,T
. (2.1)

Bernstein–Bézier polynomials. For a triangle T ∈ △, denote by {(x1, y1), (x2, y2), (x3, y3)}
its vertices. For any point (x, y) ∈ Ω, let b1, b2, b3 be the solution of the system of linear equations

x = b1x1 + b2x2 + b3x3,

y = b1y1 + b2y2 + b3y3,

1 = b1 + b2 + b3.

(2.2)

Then (b1, b2, b3) is said to be the barycentric coordinates of (x, y) with respect to T . For each
i = 1, 2, 3, bi(x, y) ≥ 0 for all (x, y) ∈ T , bi(xi, yi) = 1, and bi(x, y) vanishes at all points on the edge
of T opposite to (xi, yi). At times we denote by v = (x, y) ∈ Ω or ξ ∈ Ω a point in Ω.

We use the barycentric coordinates to define the Bernstein–Bézier polynomials of degree d in the
form of

BT
ijk(x, y) =

d!

i!j!k!
bi1b

j
2b

k
3 for i + j + k = d. (2.3)

Note that the superscript T denotes the dependence on the triangle T rather than “transpose.” These
polynomials satisfy

0 ≤ BT
ijk(x, y) ≤ 1 for all (x, y) ∈ T (2.4)

and ∑

i+j+k=d

BT
ijk(x, y) ≡ 1 for all (x, y) ∈ R

2. (2.5)

Moreover, the integral of a Bernstein–Bézier polynomial over the triangle T can be evaluated in a
closed form of ∫

T

BT
ijk(x, y)dxdy =

AT
(
d+2
2

) , i+ j + k = d. (2.6)

Polynomials and interpolation. For Bernstein–Bézier polynomials of degree d, they form a
basis for the space Pd of polynomials of (total) degree d. That is, for any polynomial P ∈ Pd, we can
write

P (x, y) =
∑

i+j+k=d

cijkB
T
ijk(x, y). (2.7)

Note that the cardinality of the index set {(i, j, k), i+ j+ k = d} is dimPd := (d+1)(d+2)/2, which
is the dimension of Pd. Let c ∈ R

dimPd be the vector of coefficients {cijk}i+j+k=d in lexicographical
order. This B-form representation (2.7) of polynomials is stable in the following sense:

Lemma 2.1 (Norm equivalence [16, Theorems 2.6 and 2.7]) Let P be a polynomial in the B-
form (2.7) with coefficient vector c. Then

‖c‖∞
K0

≤ ‖P‖∞,T ≤ ‖c‖∞

and
A

1/p
T

K0
‖c‖p ≤ ‖P‖p,T ≤ A

1/p
T ‖c‖p

for 1 ≤ p < ∞, where K0 > 0 is a constant depending only on d, and K0 = 1 when p = ∞ and d = 1.

For any d ≥ 1, given values {f (ξijk)}i+j+k=d, where

ξijk =
i(x1, y1) + j(x2, y2) + k(x3, y3)

d
, i+ j + k = d, (2.8)

are domain points of degree d over T , there exists a unique polynomial Pf of degree d satisfying

Pf (ξijk) =
∑

l+m+n=d

clmnBlmn (ξijk) = f (ξijk) , i+ j + k = d. (2.9)

The theory of interpolation on T has been well-established. We have the following special result that
is sufficient for our analysis.

3
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Lemma 2.2 (Interpolation error [15]) Given f ∈ W d+1,p(T ) for d ≥ 1 and 1 ≤ p ≤ ∞, there
exists an interpolatory polynomial Pf such that

‖f − Pf‖p,T ≤ K1|T |d+1|f |d+1,p,T ,

where K1 > 0 depends only on d if p = ∞, and K1 > 0 depends on d and κT if 1 ≤ p < ∞.

We also need a Markov-type inequality for polynomials on triangles.

Lemma 2.3 (Markov [16, Theorems 2.32]) There exists a constant K2 depending only on d such
that for all polynomials P ∈ Pd,

∥
∥Dα

xD
β
yP
∥
∥
p,T

≤ K2

ρα+β
T

‖P‖p,T , 0 ≤ α+ β ≤ d, (2.10)

for all 1 ≤ p ≤ ∞, where K2 = K0(2d)
α+β .

3 Main results

We first investigate Marcinkiewicz–Zygmund inequalities on triangles and then extend them to poly-
gons.

3.1 On triangles

Let B ∈ R
dimPd×dimPd be the matrix with entries [BT

lmn(ξijk)]i+j+k=d,l+m+n=d, where {BT
lmn} are

Bernstein–Bézier polynomials (2.3), {ξijk}i+j+k=d are domain points (2.8), and the rows and columns
of B are in lexicographical order, respectively. We are interested in quadrature rules in these domain
points, that is,

∑

i+j+k=d

wijkf(ξijk) ≈
∫

T

f(x, y)dxdy (3.1)

with some quadrature weights {wijk}i+j+k=d.

Theorem 3.1 (Quadrature on triangles: exactness) Let T be a triangle in R
2 and d ≥ 1 an

integer. Let

wijk :=
AT
(
d+2
2

)σijk(B
−1), i+ j + k = d, (3.2)

where σijk(B
−1) is the ijk-th (lexicographical order) column sum of B−1. Then the quadrature

rule (3.1) in quadrature points (2.8) with quadrature weights (3.2) is exact for all polynomials of
degree at most d, that is,

∑

i+j+k=d

wijkχ(ξijk) =

∫

T

χ(x, y)dxdy ∀χ ∈ Pd.

Proof. For any χ ∈ Pd, let P be an interpolatory polynomial in Pd such that

χ(ξijk) = P (ξijk) =
∑

l+m+n=d

clmnB
T
lmn(ξijk), i+ j + k = d. (3.3)

In fact we have χ(x, y) = P (x, y). Then we have
∫

T

χ(x, y)dxdy =

∫

T

P (x, y)dxdy =
∑

l+m+n=d

clmn

∫

T

BT
lmn(x, y)dxdy.

Let x ∈ R
dimPd be with entries [χ(ξijk)]i+j+k=d in lexicographical order. The interpolation conditions

(3.3) are equivalent to a system of linear equations Bc = x. Thus we have

c = B
−1

x,

where the invertibility of B stems from the the existence and uniqueness result of polynomial inter-
polation on T . Together with the closed-form integral (2.6) of BT

lmn, we obtain the weights (3.2) such
that quadrature rule (3.1) is exact for χ. �

4
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Theorem 3.2 (Quadrature on triangles: error analysis) Let T be a triangle in R
2 and d ≥ 1

an integer. For any f ∈ W d+1,p(T ) with 1 ≤ p ≤ ∞, the quadrature rule (3.1) in domain points
(2.8) with quadrature weights (3.2) satisfies

∣
∣
∣
∣
∣
∣

∫

T

f(x, y)dxdy −
∑

i+j+k=d

wijkf(ξijk)

∣
∣
∣
∣
∣
∣

≤ K1|AT |1/q|T |d+1|f |d+1,p,T ,

where 1/p+ 1/q = 1 and K1 > 0 is the constant given in Lemma 2.2.

Proof. Let P ∈ Pd be the polynomial interpolant of f . Then the quadrature rule
∫

T

f(x, y)dxdy ≈
∫

T

P (x, y)dxdy =
∑

i+j+k=d

wijkf(ξijk)

satisfies
∣
∣
∣
∣
∣
∣

∫

T

f(x, y)dxdy −
∑

i+j+k=d

wijkf(ξijk)

∣
∣
∣
∣
∣
∣

≤
∫

T

|f(x, y)− P (x, y)| dxdy ≤ |AT |1/q‖f − P‖p,T .

Together with Lemma 2.2, the desired error estimate is obtained. �

Figure 1 illustrates the locations of domain points (2.8) for equilateral triangles with d = 1, 2, . . . , 6,
along with their corresponding weights (3.2). Note that the proposed set of weights (3.2) may include
negative values. In our analysis of Marcinkiewicz–Zygmund inequalities, we are particularly interested
in quadrature rules with positive weights. As shown in Figure 1, the weights (3.2) are positive for
d = 1, 3, 5.

For triangles other than equilateral triangles, note that barycentric coordinates are solutions to
the linear system (2.2). Any triangle can be considered as a linear transformation of an equilateral
triangle. Applying such a linear, full-rank operator to both sides of the linear system (2.2) does not
alter the barycentric coordinates. Therefore, we can claim that for any triangle, the weights (3.2) are
positive for d = 1, 3, 5. Specifically, for d = 1, we have

B =





BT
001(ξ001) BT

010(ξ001) BT
100(ξ001)

BT
001(ξ010) BT

010(ξ010)) BT
100(ξ010)

BT
001(ξ100) BT

010(ξ100) BT
100(ξ100)



 =





1 0 0
0 1 0
0 0 1



 ∈ R
3. (3.4)

is an identity matrix. This observation follows immediately from the fact that bi(xi, yi) is 1 and
vanishes on the edge of T opposite to (xi, yi) for each i = 1, 2, 3.

Thus we focus on the case of d = 1, 3, 5 in the following discussion.

Theorem 3.3 (MZ on triangles, I) Let T be a triangle in R
2 and d = 1, 3, 5. For any poly-

nomial χ ∈ PN with N ≤ d, the quadrature rule (3.1) in domain points (2.8) with weights (3.2)
satisfies the following Marcinkiewicz–Zygmund inequalities:

C1(p, d)

∫

T

|χ(x, y)|pdxdy ≤
∑

i+j+k=d

wijk |χ(ξijk)|p ≤ C2(p, d)K
p
0

∫

T

|χ(x, y)|pdxdy (3.5)

for 1 ≤ p < ∞, and

C3(d) max
i+j+k=d

|χ(ξijk)| ≤ ‖χ‖∞,T ≤ K0 max
i+j+k=d

|χ(ξijk)| (3.6)

for p = ∞, where C1, C2 > 0 are constants depending only on d and p, C3 > 0 are constants
depending only on d, and K0 > 0 is the constant given in Lemma 2.1. All these constants are
independent of N .

Proof. For any χ ∈ PN with N ≤ d, let P be an interpolatory polynomial in Pd interpolating χ at
domain points (2.8). From the proof of Theorem 3.1, we have

χ(x, y) = P (x, y) =
∑

l+m+n=d

clmnB
T
lmn(x, y)

5
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Figure 1: Locations of domain points and corresponding weights for various d.
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with Bc = x. For d = 1, 3, 5, note that wijk > 0 and hence σijk(B
−1) > 0 for i+ j + k = d.

We first prove the case of 1 ≤ p < ∞. Applying the norm equivalence in Lemma 2.1 to χ, we
obtain

A
1/p
T

K0
‖c‖p ≤ ‖χ‖p,T = ‖P‖p,T ≤ A

1/p
T ‖c‖p.

From ‖χ‖pp,T ≤ AT ‖c‖pp we have

‖χ‖pp,T ≤ AT

∑

i+j+k=d

|σijk(B
−1)|p|χ(ξijk)|p = AT

∑

i+j+k=d

((
d+2
2

)
wijk

AT

)p

|χ(ξijk)|p

≤
(
d+2
2

)p

|AT |p−1

(

max
i+j+k=d

wijk

)p−1 ∑

i+j+k=d

wijk |χ(ξijk)|p

=

(
d+ 2

2

)(

max
i+j+k=d

σijk(B
−1)

)p−1 ∑

i+j+k=d

wijk |χ(ξijk)|p,

implying
∑

i+j+k=d

wijk|χ(ξijk)|p ≥ 1
(
d+2
2

)
(maxi+j+k=d σijk(B−1))

p−1 ‖χ‖
p
p,T .

Conversely, from ‖χ‖pp,T ≥ AT

Kp

0

‖c‖pp we have

‖χ‖pp,T ≥
(
d+2
2

)

Kp
0

(

min
i+j+k=d

σijk(B
−1)

)p−1 ∑

i+j+k=d

wijk|χ(ξijk)|p,

implying
∑

i+j+k=d

wijk|χ(ξijk)|p ≤ Kp
0

(
d+2
2

)
(mini+j+k=d σijk(B−1))p−1 ‖χ‖

p
p,T .

Combing both inequalities, we have the Marcinkiewicz–Zygmund inequality (3.5) for 1 ≤ p < ∞.
For p = ∞, the norm equivalence in Lemma 2.1 indicates

‖c‖∞
K0

≤ ‖χ‖∞,T ≤ ‖c‖∞.

Thus from ‖χ‖∞,T ≤ ‖c‖∞ we have

‖χ‖∞,T ≤ max
i+j+k=d

|σijk(B
−1)||χ(ξijk)| ≤

(

max
i+j+k=d

σijk(B
−1)

)

max
i+j+k=d

|χ(ξijk)|

and hence

max
i+j+k=d

|χ(ξijk)| ≥
1

maxi+j+k=d σijk(B−1)
‖χ‖∞,T .

From ‖χ‖∞,T ≥ ‖c‖∞

K0

, recalling from (2.5) that ‖B‖∞ = 1 as BT
lmn(ξijk) ≥ 0, we have

|χ‖∞,T ≥ 1

K0

‖x‖∞
‖B‖∞

=
1

K0
max

i+j+k=d
|χ(ξijk)|

and
max

i+j+k=d
|χ(ξijk)| ≤ K0‖χ‖∞,T .

Combing both inequalities, we have the Marcinkiewicz–Zygmund inequality (3.6) for p = ∞. �

Theorem 3.4 (MZ-like on triangles, II) Let T be a triangle in R
2 and let d ≥ 1 be an integer.

For any polynomial χ ∈ PN with N > d, the quadrature rule (3.1) with weights (3.2) satisfies the
following estimates

C1(p, d)(‖χ‖p,T −K1|T |d+1|χ|p,d+1,T )
p ≤

∑

i+j+k=d

wijk |χ(ξijk)|p

≤ C2(p, d)K
p
0 (‖χ‖p,T +K1|T |d+1|χ|p,d+1,T )

p

(3.7)

7
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for 1 ≤ p < ∞, and

C3(d)
(
‖χ‖∞,T −K1|T |d+1|χ|∞,d+1,T

)
≤ max

i+j+k=d
|χ(ξijk)|

≤ K0

(
‖χ‖∞,T +K1|T |d+1|χ|∞,d+1,T

) (3.8)

for p = ∞, where C1, C2, C3 > 0 are constants given in Theorem 3.3, K0,K1 > 0 are constants
given in Lemmata 2.1 and 2.2, respectively. All these constants are independent of N .

Proof. The proof immediately follows from that of Theorem 3.3, with the only difference that
P (x, y) = χ(x, y) no longer holds. Instead, by Lemma 2.2 we have

‖χ− P‖p,T ≤ K1|T |d+1|χ|d+1,p,T (3.9)

For 1 ≤ p < ∞, both ‖χ‖p,T − ‖P‖p,T and ‖P‖p,T − ‖χ‖p,T are bounded by K1|T |d+1|χ|d+1,p,T .
Thus, by the norm equivalence in Lemma 2.1,

‖χ‖p,T −K1|T |d+1|χ|p,d+1,T ≤ ‖P‖p,T ≤ A
1/p
T ‖c‖p

and

‖χ‖p,T +K1|T |d+1|χ|p,d+1,T ≥ ‖P‖p,T ≥ A
1/p
T

K0
‖c‖p,

then the estimate (3.7) for 1 ≤ p < ∞ follows from applying the argument for ‖c‖p for 1 ≤ p < ∞ as
in the proof of Theorem 3.3.

For p = ∞, similarly we have

‖χ‖∞,T −K1|T |d+1|χ|∞,d+1,T ≤ ‖P‖∞,T ≤ ‖c‖∞

and

‖χ‖p,∞ +K1|T |d+1|χ|∞,d+1,T ≥ ‖P‖∞,T ≥ 1

K0
‖c‖∞,

thus we have the estimate (3.8) following the argument for p = ∞ in the proof of Theorem 3.3. �

Remark 3.1 Estimates (3.7) and (3.8) are not Marcinkiewicz–Zygmund inequalities. Of course we
could incorporate (3.9) with the Markov inequality in Lemma 2.3 to further obtain

‖χ− P‖p,T ≤ K1K2
|T |d+1

ρd+1
T

‖χ‖p,T = K1K2κ
d+1
T ‖χ‖p,T ,

and then show
∑

i+j+k=d wijk |χ(ξijk)|p and maxi+j+k=d |χ(ξijk)| can be bounded in terms of ‖χ‖p,Ω
in the Marcinkiewicz–Zygmund sense. However, in that case, the constants 1 + K1K2κ

d+1
T and

1 − K1K2κ
d+1
T in both bounds can not be shrunk toward 1 by shrinking the triangle (or refining

the triangulation on polygons; see later analysis on polygons), limiting the resulted estimates from
practical applications. Note that the shape parameter κT > 1 does not reduce as triangles shrinking:
an equilateral triangle has κT = 2

√
3, and any other triangle has a larger shape parameter. This

situation was caused by the 1/ρT factor in the Markov inequality in Lemma 2.3, and |T |/ρT gives κT .
In other words, if this Markov inequality is sharp, then we may not have Marcinkiewicz–Zygmund
inequalities for the quadrature (3.1) with controllable Marcinkiewicz–Zygmund constants.

The case of d = 1 is of significant interest in our subsequent investigation of polygons. In this
scenario, B and hence B

−1 are identity matrices, see (3.4), and consequently,

max
i+j+k=d

σijk(B
−1) = min

i+j+k=d
σijk(B

−1) = 1.

Moreover in this case, for constants in above theorems, we have C1 = 1/3, C2 = 1/3, and C3 = 1.
Referring to Lemma 2.1 we have K0 = 1 if p = ∞.
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3.2 On polygons

Let Ω ⊂ R
2 be a regular or irregular polygon. Given a set of scattered points {(xj , yj)}mj=1 ⊂ Ω with

vertices of Ω included, we generate a triangulation △ of Ω in the sense that Ω =
⋃

T∈△ T and these
points serve as vertices of these triangles T . We propose the following quadrature rule for numerical
integration on Ω:

m∑

j=1

wjf(xj , yj) ≈
∫

Ω

f(x, y)dxdy, (3.10)

where

wj :=
∑

T :(xj ,yj)∈T

AT

3
. (3.11)

In other words, for any quadrature point (xj , yj), the corresponding weight wj is one third of the sum
of the areas of all triangles with (xj , yj) being a vertex. The intuition behind (3.11) stems from the
weights (3.2) on triangles with d = 1. Note that in this scenario on polygons, only scattered points
are available as quadrature points, and additional domain points within each T are not available.

Theorem 3.5 (Quadrature on polygons) Let Ω be a polygon in R
2 and {(xj , yj)}mj=1 ⊂ Ω a

set of scattered points in Ω with vertices of Ω included. Let △ be a triangulation of Ω generated from
{(xj , yj)}mj=1. Then the quadrature rule (3.10) in quadrature points {(xj , yj)}mj=1 with quadrature
weights (3.11) is exact for all constant and linear polynomials, that is,

m∑

j=1

wjχ(xj , yj) =

∫

Ω

χ(x, y)dxdy ∀χ ∈ P1.

Besides, for any f ∈ W 2,p(Ω) with 1 ≤ p ≤ ∞, the quadrature rule (3.10) satisfies

∣
∣
∣
∣
∣
∣

∫

Ω

f(x, y)dxdy −
m∑

j=1

wjf(xj , yj)

∣
∣
∣
∣
∣
∣

≤ K1 max
T∈△

|AT |1/q|△|2|f |2,p,Ω,

where 1/p+ 1/q = 1 and K1 > 0 is the constant given in Lemma 2.2.

Proof. This is an immediate consequence of Theorems 3.1 and 3.2, and the fact of Ω =
⋃

T∈△ T .
Specifically, note that

m∑

j=1

wjχ(xj , yj) =
∑

T∈△

∑

i+j+k=1

wijkχ(ξijk) and

∫

Ω

χ(x, y)dxdy =
∑

T∈△

∫

T

χ(x, y)dxdy.

Thus the exactness result follows from Theorem 3.1 for d = 1. Similarly, note that

∫

Ω

f(x, y)dxdy −
m∑

j=1

wjf(xj , yj) =
∑

T∈△





∫

T

f(x, y)dxdy −
∑

i+j+k=1

wijkf(ξijk)



 .

The error estimate then follows from Theorem 3.2. �

As noted in Remark 3.1, a limitation on triangles is that applying the Markov inequality to the
semi-norm |χ|p,d+1,Ω introduces a factor of 1/ρ2T , and |T |2/ρ2T results in the squared shape parameter
κ2
T . However, on polygons, we have the privilege of letting the unfavored factor be dependent of the

polygonal Ω rather than any single triangle in △.

Lemma 3.1 (Markov on polygons) For all 1 ≤ p ≤ ∞, there exists a constant C5 depending on
the boundary of Ω such that for all polynomials P ∈ Pd,

∥
∥Dα

xD
β
yP
∥
∥
p,Ω

≤ C5d
α+β‖P‖p,Ω, 0 ≤ α+ β ≤ d. (3.12)

9
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Proof. Let △0 be a triangulation of Ω consisting of triangles with vertices being the vertices of Ω
only. For 1 ≤ p < ∞, by the Markov inequality on triangles we have

∥
∥Dα

xD
β
yP
∥
∥
p

p,Ω
=
∑

T ′∈△0

∥
∥Dα

xD
β
yP
∥
∥
p

p,T ′
≤
(

K0(2d)
α+β

|minT ′∈△0
ρT ′ |α+β

)p ∑

T ′∈△0

‖P‖pp,T ′

and ∑

T ′∈△0

‖P‖pp,T ′ = ‖χ‖pp,Ω,

where minT ′∈△0
ρT ′ depends on the boundary of Ω but not on the size |△| of the triangulation △.

For p = ∞, let T0 ∈ △0 be the triangle where |Dα
xD

β
yP | attains its maximum. Then

∥
∥Dα

xD
β
yP
∥
∥
∞,Ω

=
∥
∥Dα

xD
β
yP
∥
∥
∞,T0

≤ K0(2d)
α+β

ρα+β
T0

‖P‖∞,T0
≤ K0(2d)

α+β

ρα+β
T0

‖P‖∞,Ω,

and note that 1/ρT0
≤ 1/minT ′∈△0

ρT ′ , which is a constant depending only on the boundary of Ω. �

For the geometry of the triangulation △, we let γ△ ≥ 1 be the ratio of the longest edge length
in the triangulation over ρTmin

, where Tmin is the smallest-area triangle in △. Then we have the
following estimates:

Lemma 3.2 Let #△ be the number of triangles in △. Then there exists constant C7 > 0 depending
only on boundary of Ω such that

|#△|1−1/p|△|2 ≤ C7|△|2/p.

Proof. It follows from |#△| ≤ |Ω|/ATmin
≤ |Ω|/πρ2Tmin

≤ C6/ρ
2
Tmin

and

|#△|1−1/p|△|2 ≤ C
1−1/p
6

|△|2−2/p

ρ
2−2/p
Tmin

|△|2/p = C
1−1/p
6 γ

2−2/p
△ |△|2/p,

where C6, C7, and γ
2−2/p
△ depend on the boundary of Ω. �

For any polynomial χ ∈ PN with N > 1, we have the following estimates.

Theorem 3.6 (MZ on polygons) Let Ω be a polygon in R
2 and {(xj , yj)}mj=1 ⊂ Ω a set of

scattered points in Ω with vertices of Ω included. Let △ be a triangulation of Ω generated from
{(xj , yj)}mj=1. The quadrature rule (3.10) in quadrature points {(xj , yj)}mj=1 with quadrature weights
(3.11) satisfies following Marcinkiewicz–Zygmund inequalities:

(a) Let 1 ≤ p < ∞. There exists a constant c1 > 0 depending only on p and the boundary of Ω
such that for any N > 0, if N2|△|2/p < c1, then for χ ∈ PN ,

∣
∣
∣
∣
∣
∣

m∑

j=1

wj |χ(xj)|p −
∫

Ω

|χ(x, y)|pdxdy

∣
∣
∣
∣
∣
∣

≤ η

∫

Ω

|χ(x, y)|pdxdy, (3.13)

where

η = max

{
Kp

0

3

(

|#△|1−1/p + c1N
2|△|2/p

)p

− 1, 1− (1− c1N
2|△|2/p)p

3|#△|p−1

}

.

(b) There exists a constant c2 > 0 depending on the boundary of Ω such that for any η > 0, if

N ≤ c2 min

{
1

|△| ,
1

|△|1/2
}

η1/2,

then for χ ∈ PN , ∣
∣
∣
∣
max

1≤j≤m
|χ(xj , yj)| − ‖χ‖∞,Ω

∣
∣
∣
∣
≤ η‖χ‖∞,Ω. (3.14)

10
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Proof. For p = ∞, the estimate (3.7) in Theorem 3.4 implies, for each T ∈ △,

‖χ‖p,T −K1|T |2|χ|p,2,T ≤



3

m∑

i+j+k=1

wijk |χ(ξijk)|p




1/p

︸ ︷︷ ︸

MidT

≤ K0

(
‖χ‖p,T +K1|△|2|χ|p,2,T

)
,

where K0 > 0 is some generic constant and K1 > 0 is a constant depending only on p, since d = 1.
From the mesh-dependent relation (2.1) we have

‖f‖p,Ω ≤
∑

T∈△

‖f‖p,T .

If we regard
∑

T∈△ ‖f‖p,T as the ℓ1-vector norm of length #△, then

∑

T∈△

‖f‖p,T ≤ |#△|1−1/p




∑

T∈△

‖f‖pp,T





1/p

= |#△|1−1/p‖f‖p,Ω.

Similarly, this kind of estimates holds for the Sobolev semi-norm | · |p,2,T . Therefore,

∑

T∈△

MidT ≤ K0




∑

T∈△

‖χ‖p,T +K1|△|2
∑

T∈△

|χ|p,2,T





≤ K0|#△|1−1/p(‖χ‖p,Ω +K1|△|2|χ|p,2,Ω)
≤ K0|#△|1−1/p‖χ‖p,Ω +K0K1C7|△|2/p|χ|p,2,Ω,

(3.15)

where the last equality is due to Lemma 3.2. Conversely,
∑

T∈△

MidT ≥
∑

T∈△

‖χ‖p,T −K1|△|2
∑

T∈△

|χ|p,2,T

≥ ‖χ‖p,Ω −K1|#△|1−1/p|△|2|χ|p,2,Ω
≥ ‖χ‖p,Ω −K1C7|△|2/p|χ|p,2,Ω.

(3.16)

Note that

3

m∑

j=1

wj |χ(xj , yj)|p =
∑

T∈△

Mid
p
T .

We play the same vector-norm trick for
∑

T∈△ MidT . For d = 1, wijk = AT /3. Therefore,




∑

T∈△

Mid
p
T





1/p

≤
∑

T∈△

MidT ≤ |#△|1−1/p




∑

T∈△

Mid
p
T





1/p

. (3.17)

Together with (3.15) and (3.17), we have





m∑

j=1

wj |χ(xjyj)|p




1/p

≤ 1

31/p

(

K0|#△|1−1/p‖χ‖p,Ω +K0K1C7|△|2/p|χ|p,2,Ω
)

,

and by Lemma 3.1 we have





m∑

j=1

wj |χ(xjyj)|p




1/p

≤ 1

31/p

(

K0|#△|1−1/p +K0K1C5C7N
2|△|2/p

)

‖χ‖p,Ω. (3.18)

Together with (3.16) and (3.17), we have





m∑

j=1

wj |χ(xjyj)|p




1/p

≥ 1

31/p|#△|1−1/p

(

‖χ‖p,Ω −K1C7|△|2/p|χ|p,2,Ω
)

,

11
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and by Lemma 3.1, we have





m∑

j=1

wj |χ(xjyj)|p




1/p

≥ 1−K1C5C7N
2|△|2/p

31/p|#△|1−1/p
‖χ‖p,Ω, (3.19)

where N2|△|2/p < c1 := K1C5C7 guarantees the positivity of the lower bound.
Combining with (3.18) and (3.19), we have the inequality (3.13) provided that

max

{(
K0|#△|1−1/p +K0K1C5C7N

2|△|2/p
)p

3
− 1, 1− (1 −K1C5C7N

2|△|2/p)p
3|#△|p−1

}

≤ η.

For p = ∞, the estimate (3.8) in Theorem 3.4 implies, for each T ∈ △,

‖χ‖∞,T −K1|T |2|χ|∞,2,T ≤ max
i+j+k=1

|χ(ξijk)| ≤ ‖χ‖∞,T +K1|T |2|χ|∞,2,T .

Let T1 be a triangle where |χ(xj , yj)| attains its maximum. Then it is immediate to estimate the
upper bound in the form of

max
1≤j≤m

|χ(xj , yj)| ≤ ‖χ‖∞,T1
+K1|T1|2|χ|∞,2,T1

≤ ‖χ‖∞,Ω +K1|△|2|χ|∞,2,T1
.

For the lower bound, let T2 be the triangle where |χ(x, y)| attains its maximum such that ‖χ‖∞,Ω =
‖χ‖∞,T2

= |χ(x∗, y∗)| with (x∗, y∗) ∈ T2, then

‖χ‖∞,Ω −K1|T2|2|χ|∞,2,T2
≤ |χ(x∗, y∗)|.

Let (xJ , yJ) be a vertex of T2, and we expand χ(x∗, y∗) at (xJ , yJ):

χ(x∗, y∗) = χ(xJ , yJ) +
∑

α+β=1

Dα+βχ(vj)|x∗ − xJ |α|y∗ − yJ |β,

where vj is some point between (x∗, y∗) and (xJ , yJ). Then

|χ(x∗, y∗)− χ(xJ , yJ)| ≤ 2|T2||χ|∞,1,T2

and
|χ(x∗, y∗)| − 2|T2||χ|∞,1,T2

≤ |χ(xJ , yJ)| ≤ max
1≤j≤m

|χ(xj , yj)|.

Thus we have

max
1≤j≤m

|χ(xj , yj)| ≥ ‖χ‖∞,Ω −K1|T2|2|χ|∞,2,T2
− 2|T2||χ|∞,1,T2

≥ ‖χ‖∞,Ω − C4|△||χ|∞,2,T2

for some generic constant C4 > 0. Therefore, we have

‖χ‖∞,Ω − C4|△||χ|∞,2,T2
≤ max

1≤j≤m
|χ(xj , yj)| ≤ ‖χ‖∞,Ω +K1|△|2|χ|∞,2,T1

,

and by Lemma 3.1, both Sobolev semi-norms can be bounded above by C5‖χ‖∞,Ω. Therefore we
have the inequality

(1 − C4C5N
2|△|)‖χ‖∞,Ω ≤ max

1≤j≤m
|χ(xj , yj)| ≤ (1 +K1C5N

2|△|2)‖χ‖∞,Ω

and hence the inequality (3.14). �

Corollary 3.1 (MZ for scattered data on triangles) Let T be a triangle in R
2 and {(xj , yj)}mj=1

a set of scattered points in T with vertices of T included. Let △ be a triangulation of T generated from
{(xj , yj)}mj=1. The quadrature rule (3.10) in quadrature points {(xj , yj)}mj=1 with quadrature weights
(3.11) satisfies the Marcinkiewicz–Zygmund inequalities established in Theorem 3.6.

12
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4 Numerical results

For integrals over triangles and polygons, we test the following integrands

f1(x, y) = (x+ 2y − 7)2 + (2x+ y − 5)2,

f2(x, y) = 100
√

|y − 0.01x2|+ 0.01|x+ 10|,
f3(x, y) = sin(x+ y) + (x − y)2 − 1.5x+ 2.5y + 1

on a right triangle {(0, 0), (0, 1), (1, 0)} and a polygonal approximation of the map of Georgia, USA.
We report the relative error defined as

relative error =
|exact integral− quadrature evaluation|

|exact integral| .

The exact integral is evaluated using a high-order, fine-mesh spline method.
For integration on the triangle, we use domain points (2.8) as quadrature points with corresponding

weights (3.2). The errors of quadrature rule (3.1) with varying d are reported in Table 1. These errors
decay as d grows. Moreover, the errors with respect to f1(x, y), which is a polynomial of total degree
2, confirm the quadrature exactness of the rule (3.1).

d f1(x, y) f2(x, y) f3(x, y)
1 1.9108e-02 3.0819e-01 2.1816e-01

3 5.1213e-13 3.4226e-02 3.9214e-05

5 5.1213e-13 9.1215e-03 7.2652e-08

7 5.1132e-13 2.6919e-03 9.6764e-11

9 5.0304e-13 3.6071e-04 4.1656e-13

11 4.5172e-13 6.3396e-04 4.7507e-13

Table 1: Relative error for the quadrature (3.1) on a triangle.

For integration on the Georgia-like polygon, we select a sequence of points along the boundary,
marked as red bullets. If no interior points are included, the weights (3.11) at these boundary points
are labeled in the first plot of Figure 2. We can also incorporate some interior points, such as those
representing Atlanta, Athens, and Macon. These three points are depicted as blue squares, and the
new weights for all points are labeled in the second plot of Figure 2. The triangulation using all
points is displayed in the third plot.
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Figure 2: Locations of quadrature points, corresponding quadrature weights, and triangulation.

Errors of the quadrature (3.10) for the testing integrands are listed in Table 2, indicating that
adding more points may reduce the quadrature error, provided the geometry of the triangulation is
not compromised.

f1(x, y) f2(x, y) f3(x, y)
boundary points 4.4366e-04 1.5656e-04 1.8794e-04

boundary & interior points 2.2106e-04 6.3152e-05 1.2770e-04

Table 2: Relative error for the quadrature (3.10) on a polygon.
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5 Final remark

Given a set of scattered points on a polygon Ω ⊂ R
2, we have constructed a positive-weight quadrature

rule that establishes the Marcinkiewicz–Zygmund inequalities 1 ≤ p ≤ ∞. This construction is
inspired by our investigation on triangles, where we propose a quadrature rule and examine the
related Marcinkiewicz–Zygmund estimate for d = 1, 3, 5. Although d = 1 suffices for the investigation
on polygons, the quadrature rule for triangles offers additional interesting insights. For instance,
when d = 2, as illustrated in Figure 1, the weights at the vertices are zero. This corresponds to a toy
Gaussian quadrature on triangles: a 3-point quadrature rule that is exact for polynomials of degree
at most 2 (see, e.g., [9]). While the weights of our quadrature rule (3.1) on triangles may be negative
(hence our focus on d = 1, 3, 5), out arguments may apply to other positive-weight quadrature rules
on triangles for studying Marcinkiewicz–Zygmund inequalities.
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[13] K. Gröchenig, A discrete theory of irregular sampling, Linear Algebra Appl., 193 (1993),
pp. 129–150, https://doi.org/10.1016/0024-3795(93)90275-S.
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