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Analytic continuation aims to reconstruct real-time spectral functions from imaginary-time
Green’s functions; however, this process is notoriously ill-posed and challenging to solve. We propose
a novel neural network architecture, named the Feature Learning Network (FL-net), to enhance the
prediction accuracy of spectral functions, achieving an improvement of at least 20% over traditional
methods, such as the Maximum Entropy Method (MEM), and previous neural network approaches.
Furthermore, we develop an analytical method to evaluate the robustness of the proposed network.
Using this method, we demonstrate that increasing the hidden dimensionality of FL-net, while lead-
ing to lower loss, results in decreased robustness. Overall, our model provides valuable insights into
effectively addressing the complex challenges associated with analytic continuation.

I. INTRODUCTION

Imaginary-time Green’s functions, which can be di-
rectly obtained from quantum Monte Carlo simulations,
are fundamental in characterizing many-body systems[1,
2]. However, to understand the real-time dynamics and
corresponding spectral functions, analytic continuation
is required to extract spectral densities and real-time re-
sponses from these imaginary-time data[3, 4].

Mathematically, analytic continuation involves solving
a Fredholm integral equation of the first kind to recon-
struct the spectral density A(Ω) on the real axis from
the Green’s function G(iωn) defined on the imaginary
axis[3, 5]. The relationship between these quantities can
be expressed by the following integral equation[6, 7]:

G(iωn) =

∫ ∞

−∞

A(Ω)dΩ

iωn − Ω
, (1)

where G(iωn) is the Green’s function at Matsubara fre-
quency ωn, and A(Ω) is the spectral density to be de-
termined. The ill-conditioned kernel K(iωn,Ω) =

1
iωn−Ω

makes the inverse problem highly sensitive to small errors
in the input data, which leads to significant variations in
the resulting spectral density. Due to this sensitivity, an-
alytic continuation is classified as an ill-posed problem,
with solutions that are often non-unique and susceptible
to noise. [8]. The key challenge is to obtain stable and
reliable solutions. [9].

Several approaches have been developed to address this
challenge. Nevanlinna[10] and Padé approximations[11–
13] provide efficient rational function approxima-
tions, while methods like singular value decomposition
(SVD)[14] and Tikhonov regularization[15, 16] mitigate
noise but increase computational complexity. The max-
imum entropy method (MEM)[17–21] is popular for
smoothing noisy data but struggles with resolving sharp
peaks and coherent excitations[22].

∗Electronic address: cewang@tongji.edu.cn

Recently, neural networks have been explored as a
promising method for mapping imaginary-time Green’s
functions to real-time spectral functions. By directly
learning a mapping from G(iωn) to A(Ω) using a given
dataset, neural networks can outperform traditional
methods such as MEM[22–25]. However, the trained
networks often perform poorly when dealing with multi-
peak or sharp-peak spectra and struggle under significant
noise[26]. Moreover, previous studies have lacked com-
prehensive analyses of the robustness of these networks,
which limits their broader adoption.

Green's functionspectral function Green's functionspectral function

FIG. 1: Reconstruction of single-peak spectra: Left—the
spectral function is reconstructed by learning its spectral fea-
tures through feature learning; Right—our neural network
reconstructs the spectral function by learning parameterized
hidden variables h.

In this paper, we propose a new network architecture
that significantly improves the accuracy of spectral func-
tion prediction and provides a thorough analysis of its
robustness. Our new architecture is founded on a simple
observation: the spectral function can always be cap-
tured by a few features such as the width, the weight
or the position of the peaks. In this sense, although A
or G is a high dimensional vector, they can be param-
eterized by a few features for specific kind of systems.
As an instance shown in Fig. 1(a), in single-peak Gaus-
sian spectra, both A and G are uniquely determined by
the mean µ and the variance σ of the Gaussian. Hence,
though direct mapping from G to A is sensitive to the
noise in G, another pass from G to µ, σ to A can be more
stable. For general data set without any prior knowledge
about the features of the spectrum, as shown in Fig. 1(b),
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similar strategy can be applied by first learning the un-
derlying feature of the data set by an auto-encoder and
then training a network that map G to those features.
The rest of this paper is organized as follows. In Sec-

tion II, we introduce the design principles of the proposed
network architecture and describe the training process,
highlighting how the spectral function’s key character-
istics are leveraged to construct an effective model. In
Section III, we examine the impact of hidden feature
dimensionality on model performance through experi-
mental studies and evaluate the effectiveness of differ-
ent approaches across various datasets. In Section IV,
we propose a method utilizing singular value decompo-
sition (SVD) to analyze the robustness of FL-net and
compare its robustness across different hidden dimension-
alities. Finally, in Section V, we summarize our findings
and propose potential directions for future research.

II. NETWORK STRUCTURE

We propose the Feature Learning Network (FL-net), as
illustrated in Fig. 2, based on the described methodology.
To prepare A(Ω) and G(iωn) as input and output for the
neural network, we discretize A(Ω) into a na dimensional
vector and implement a cutoff ng on the order of Mat-
subara frequency ωn for G(iωn). To be clear, each input
data of the spectral function is a vector in the form[27]:

A = [A1, A2, . . . , Ana
]
T
. (2)

The Matsubara Green’s function G(iωn) is considered,

which is defined at Matsubara frequencies ωn = (2n+1)π
β

for n = 0,±1,±2, . . . ,±(ng − 1), where β = 1/(kBT ) is
the inverse temperature, with kB and T denoting Boltz-
mann’s constant and temperature, respectively. At each
Matsubara frequency, G(iωn) can be decomposed into its
real and imaginary parts: Gn = ReG(iωn)+i ImG(iωn).
The vector G is formed by arranging these components
sequentially:

G = [ReG−(ng−1), ImG−(ng−1), . . . , ReG0, ImG0,

. . . , ReGng−1, ImGng−1]
T.

(3)
The training process consisting of three main steps:

First, the auto-encoder consists of two mappings: the
encoder f∗

A : A → h and the decoder g∗ : h → A, where
both f∗

A and g∗ are discrete approximations of the ideal
mappings. The latent vector

h = [h1, h2, . . . , hnh
]T, (4)

with adjustable dimension nh, represents the statistical
features extracted from A. We consider a dataset con-
taining w samples, indexed by l = 1, 2, . . . , w. The loss
function used to train the auto-encoder is:

MSEA =
1

w

w∑
l=1

∥A(l) − Â
(l)
∥22, (5)

where A(l) and Â
(l)

denote the true and predicted spec-
tral functions for the l-th sample, respectively, and ∥ · ∥2
represents the L2 norm.
Next, we train an encoder performs the approximate

mapping f∗
G : G → ĥ, where ĥ is an approximation of

the latent feature h. The loss function used for training
f∗
G is:

MSEh =
1

w

w∑
l=1

∥h(l) − ĥ
(l)
∥22, (6)

Finally, we retrain the mapping g∗ : ĥ → A, complet-

ing the transformation G → ĥ → A [27]. By target-
ing the latent feature space h, FL-net incorporates prior
knowledge of the spectral function’s peak structures and
characteristic distributions.

Green's function

spectral function

spectral function

h’

h

FIG. 2: FL-net: The network structure consists of two en-
coders (one for the imaginary-time Green’s function and one
for the spectral function) and a decoder. Both the encoder
and decoder can have arbitrary architectures. The results
consistently demonstrate that the loss from this approach is
lower compared to direct learning methods.

The network is optimized using the Adam opti-
mizer [28]. To balance the influence of each dataset and
render the loss dimensionless, we normalize the mean
squared error (MSE) by the average variance of the true
values. The normalized loss function is defined as:

L =
MSEA

σ2
A

, (7)

where σ2
A = 1

na

∑na

i=1 Var(Ai), and Var(Ai) represents
the variance of the true values of the i-th component Ai

across the dataset. This normalization mitigates the ef-
fect of varying data scales, allowing consistent evaluation
across datasets. We use the normalized loss function for
all subsequent model evaluations to ensure fair compar-
isons across datasets.
The code is available for reproduction and further

exploration.[33]
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FIG. 4: (a) Relative loss comparison across datasets with varying numbers of peaks for different networks: fully connected
network (FC net, blue), Fournier network (orange), direct network (D-net, green), and feature learning network (FL-net,
red). FL-net achieves the lowest loss, reducing loss by approximately 20% compared to the Fournier network. (b) Prediction
comparison between FL-net (red), Fournier network (blue), and the maximum entropy method (MEM, green) against the
ground truth (gray). MEM and the Fournier network struggle with capturing multiple peaks and sharp spectral features, while
FL-net consistently matches the true spectra, showing better accuracy in complex cases.

III. HIDDEN FEATURE AND MODEL
PERFORMANCE

We evaluate the performance of FL-net on a dataset
of synthetic spectral functions, each generated as a sum-
mation of Gaussian distributions:

A(Ω) =
∑
i

λiN (Ω|µi, σi), (8)

where each peak is characterized by a mean µi ∈
[−5.0, 5.0], a standard deviation σi ∈ [0.1, 4.0], and

0 200 400 600 800 1000
=ℎ
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DIM: 23
DIM: 512

DIM: 17

DIM: 512DIM: 11

DIM: 512

8 Peak
6 Peak
4 Peak

FIG. 3: The red curve corresponds to the rapid decrease in
loss, demonstrating effective learning with the following hid-
den dimensions: 8, 16, 23 for 8 peak samples; 6, 12, 17 for
6 peak samples; and 4, 8, 11 for 4 peak samples. The yel-
low curve represents nodes set to 64, 128, and 256, showing
a comparatively slower decline in loss. The green curve, with
remaining nodes set to 512 and 1024, shows an increase in
loss, suggesting ineffective convergence or overfitting.

Ω ∈ [−10.0, 10.0]. The parameters µi and σi are uni-
formly generated within their respective ranges. The
weight coefficients satisfy the normalization condition:∑N

i=1 λi = 1. Using this method, we generate 100,000
spectral functions. The corresponding Green’s func-
tions are obtained from the linear mapping described in
Eq. (1).
We first consider a simple dataset which is consist of

single peak Gaussian (N = 1). By setting the hidden
dimension of FL-net to 2, we obtain a considerably small
prediction loss on the test set as L = 1.02 × 10−4. In-
terestingly, when we use the prior knowledge of Gaus-
sian spectral by setting network mapping process as
G → µ, σ → A [27], the prediction loss instead increased
to 4.25 × 10−4, suggesting that the FL-net has found a
more suitable expression for the hidden variable. How-
ever, in this single peak Gaussian case, we find the hidden
variable h1, h2 compressed by FL-net is actually equiva-
lent to µ, σ by numerically computing the Jacobian ma-
trix :

J =
∑
i

(
∂h1

∂Ai
· ∂Ai

∂µ
∂h1

∂Ai
· ∂Ai

∂σ
∂h2

∂Ai
· ∂Ai

∂µ
∂h2

∂Ai
· ∂Ai

∂σ

)
. (9)

As an example, the Jacobian matrix evaluated at µ = 0

and σ = 1 is given by: J |(µ=0,σ=1) =

(
−0.98 −0.20
−0.41 −2.69

)
,

which is a full rank matrix, indicating that the hidden
features h are locally equivalent to µ and σ.
For a more general dataset with multi-peak spectra,

we begin by investigating how the dimension nh of the
hidden variable h affects the performance of FL-net. As
shown in Fig.3, increasing nh leads to a rapid decrease
in L of test data until nh approaches 3N − 1 — the
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FIG. 5: (a) Prediction and singular value: The upper plot shows the true spectral results in gray and the predicted results
as a blue dashed line. The lower plot has the horizontal axis representing the matrix column index and the vertical axis
representing the corresponding singular values. Most of the column vectors uj have singular values close to zero, indicating
their minimal contribution. (b) The vertical axis shows the mode value and the horizontal axis indicates the mode range. The
first six maximum singular values correspond to the left singular vector patterns: Different colors represent different modes,
with significant fluctuations in each mode aligning well with features in the predicted results. (c) A scatter plot of the vertical
axis τj versus horizontal axis Dj association: Each point represents a mode.

number of independent free parameters in our synthetic
data. When nh exceeds 3N − 1, the network’s loss con-
tinues to decrease at a slower rate, yielding only marginal
gains. However, further increasing nh beyond 512 results
in an increase in the loss. This performance degradation
can be attributed to data sparsity in high-dimensional
spaces, which leads to model overfitting and consequently
reduces its generalization ability [29]. Based on these ob-
servations, we will henceforth set nh = 256, striking an
optimal balance between performance and computational
efficiency.

To verify the effectiveness of the FL-net structure, we
introduce a reference network (D-net) with a comparable
number of parameters but without utilizing the feature h
as the intermediate layer[27]. As illustrated in Fig. 4(a),
we compare the performance of FL-net and D-net across
datasets with varying peak numbers N . This comparison
clearly shows that incorporating hidden features signif-
icantly enhances the accuracy of analytic continuation.
Furthermore, we also evaluated FL-net’s performance
against networks from previous literature[22](Fournier’s
net) and simple fully connected networks (FC net). The
results consistently demonstrated FL-net’s superiority in
the task of analytic continuation.

We compare the predictions of FL-net, Fournier’s net,
and the Maximum Entropy Method (MEM) with the
ground truth for randomly selected samples, as illus-
trated in Fig.4(b). In the case of double peaks, both
MEM and Fournier’s net struggle to capture the charac-
teristics of the second peak accurately. For sharp spectra,
MEM tends to produce overly smooth results, failing to
capture prominent features. As spectral complexity in-
creases, such as in multi-peak scenarios, neither MEM
nor Fournier’s net adequately captures the complex de-
tails. In contrast, FL-net consistently reproduces results
closely matching the true spectra, demonstrating supe-
rior accuracy in handling complex spectral structures.

The strong generalization ability of FL-net on Gaussian
datasets suggests its potential for broader applications,
including Lorentzian spectra [27].

IV. ROBUSTNESS ANALYSIS

To examine the robustness of the trained FL-net, we
consider the relationship between a small perturbation
δG in the input imaginary-time Green’s function G and
the corresponding change δA in the output spectral func-
tion A, which can be expressed as:

δA = MδG, (10)

where the matrix M can be naturally obtained from the
gradient of the trained neural network. The structure of
M can be further analyzed by the singular value decom-
position (SVD) :

M = UΣV T , (11)

where U and V are orthogonal matrices. The matrix U
is an orthogonal matrix:

U = [u1, u2, . . . , una
] , (12)

where each uj is a column vector given by:

uj = [u1j , u2j , . . . , unaj ]
T
. (13)

Here, uj represents the j-th eigenmode of A in response
to noise in G. In addition, V contains the right singular
vectors vj . The diagonal matrix Σ contains the singular
values τj , which quantify the magnitude of A’s response
to perturbations in G. We assume the noise δG is totally
random, hence the property of the response is determined
by τj and uj .
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FIG. 6: The red, yellow, green, and blue lines represent the
robustness performance of networks with hidden dimensions
nh = 8, 23, 128, 256, respectively. The vertical axis Sj repre-
sents the contribution of each mode to the perturbation δA,
while the horizontal axis indicates the index of each column
of matrix U . As nh increases, the sensitivity of the primary
modes to noise also increases.

The distribution of τj for a fixedA is shown in Fig.5(a),
it appears that there are two modes with significantly
larger strength than the remaining ones. However, by
further analyzing the pattern of uj for large τj , as illus-
trated in Fig.5(b), we find their amplitudes are mainly
concentrated at the peak locations of the original spec-
trum A. In fact, the significant overlap between A
and uj distributions implies that perturbations in the
uj direction only cause small disturbance to A. The
magnitude of this disturbance is given by the following
equation[27]:

Dj = ln

(∑
i

u2
ij

Ai

)
, (14)

which is the logarithm of the Fisher information along uj

direction. In Fig 5(c), we plot the singular values τj of
each mode against their corresponding Dj . It is observed
that the two modes with the largest τj are captured by
the smallest Dj , while the rest modes with small τj have
very large Dj . Notice that τj represents the overall am-
plification of the corresponding mode uj . Therefore, the
noise sensitivity of each mode should be

Sj = ln

(
τ2j
∑
i

u2
ij

Ai

)
= 2 ln τj +Dj . (15)

To generally evaluate the robustness of FL-net under
different hidden feature dimensions nh, we conducted ex-
periments based on a 1-to-8 peak mixed sample dataset
and averaged the Sj values across the dataset. As shown

in Fig. 6, for networks with lower dimensions, we present
the Sj values corresponding to the intermediate hidden
layer features; for networks with higher dimensions, we
show the top 60 largest Sj values. The analysis results
indicate that as nh increases, L decreases, whereas the
sensitivity of the network to noise increases.

V. CONCLUSIONS

In this study, we introduce a novel neural network ar-
chitecture, the Feature Learning Network (FL-net), de-
signed to learn key statistical properties and essential
modes for reconstructing spectral functions. Our results
demonstrate that FL-net significantly outperforms pre-
vious methods in terms of prediction accuracy. Further-
more, we develop an analytical method to evaluate the
robustness of the network. Our analysis reveals that, al-
though increasing the latent feature dimensionality can
reduce prediction loss, it may also compromise robust-
ness.
FL-net leverages feature learning to capture the core

statistical attributes of spectral functions, providing a
new approach for applying machine learning to ill-posed
inverse problems. This mechanism has the potential to
advance both theoretical understanding and practical ap-
plications across a variety of domains. In conclusion,
FL-net not only achieves substantial improvements in
tackling the analytic continuation problem but also es-
tablishes a foundation for applying similar approaches to
other complex inverse problems in physics.
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Appendix A: Maximum Entropy Method (MEM)

The classical Maximum Entropy Method is formulated
within the framework of Bayesian statistics, as described
by Bayes’ theorem:

P (A|G) =
P (G|A)P (A)

P (G)
, (A1)

where G represents the imaginary-time Green’s function
obtained through quantum Monte Carlo simulations, and
A is the target spectral function. By maximizing P (A|G),
we obtain the spectral function that best aligns with the
data, while adhering to the prior information encoded in
the default model.
In this context, P (G|A) = e−

1
2χ

2

, where χ2 quantifies
the deviation between the reconstructed and measured
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Green’s functions, defined as:

χ2 = (G−KA)TC−1(G−KA), (A2)

where K is the transformation matrix mapping the spec-
tral function A to the Green’s function G, and C is the
covariance matrix representing the uncertainties in the
data.

The prior probability is given by P (A) = eαS , where S
is the entropy term of the spectral function, defined as:

S = −
∫ +∞

−∞
A(ω) log

A(ω)

D(ω)
dω, (A3)

where D(ω) is the default model, representing prior
knowledge about the spectral function.

Thus, maximizing the objective function Q = αS− 1
2χ

2

provides the optimal solution for the spectral function A.
Once the optimization process converges, the resulting
spectral function can be validated against experimental
data to assess its reliability.

Appendix B: The details of FL-net, D-net

We discretize the training data for the FL-net by sam-
pling the spectral function A(Ω) and the Green’s func-
tion G(iωn) as follows: For A(Ω), we sample 256 evenly
spaced points over the range Ω ∈ [−10, 10], forming a
256-dimensional vector:

A = [A1, A2, . . . , A256]
T. (B1)

For G(iωn), we sample at Matsubara frequencies ωn =
(2n+1)π

β with n = −32,−31, . . . , 31, obtaining 64 sample

points. We separate the complex values into real and
imaginary parts and arrange them sequentially to form a
128-dimensional vector:

G = [ReG−32, ImG−32, . . . ,ReG31, ImG31]
T. (B2)

Input

NormLinear

NormLinear

Output（h）

NormLinear

Encoder

Output

Decoder

  Input（h）

softmax

NormLinear
LayerNorm

BatchNorm

NormLinear

NormLinear

FIG. 7: Left: Encoder; Right: Decoder. The detailed struc-
ture of each module is shown within the dashed boxes.

The network architecture consists of two encoders and
one decoder. The encoders for A and G share the same

structure to ensure consistent latent feature distributions
(see Fig. 7). Each encoder primarily uses NormedLin-
ear modules, which include either batch normalization or
layer normalization for normalization, and linear layers
for feature mapping. The decoder incorporates a soft-
max layer after the last encoder layer to normalize the
predicted spectral function.
For the encoder of the imaginary-time Green’s func-

tion G, the NormedLinear modules utilize batch normal-
ization, which is well-suited for handling Green’s func-
tions. In contrast, the encoder for the spectral func-
tion A employs layer normalization. Layer normaliza-
tion is preferred for A because it efficiently manages
variations across individual inputs, unlike batch normal-
ization, which may struggle with such variability. By
normalizing across layer dimensions and acting on dif-
ferent features within a single sample, layer normal-
ization is more appropriate for analyzing the spectral
function[30, 31].
All layers use the Exponential Linear Unit (ELU)

activation function, which maintains non-zero gradi-
ents for negative inputs, outperforming ReLU in our
experiments[32].

Green's function

spectral function

FIG. 8: Learning process of G → µ′, σ′ → A: The encoder
and decoder are consistent with those in FL-net.

In the spectral feature learning process, the network
trains the encoder by using the Green’s function G to
directly learn the spectral parameters µ and σ, and then
uses the encoder to generate new parameters µ′ and σ′

to reconstruct the spectral function A. The goal is to
establish a mapping from G → µ′, σ′ → A, as illustrated
in Fig. 8.
In the D-net, the encoder for G is directly linked to the

decoder forA, establishing a direct mapping d∗ : G → A.
In contrast to the FL-net, which uses an intermediate
latent space h to capture spectral features, the D-net
bypasses this intermediate feature learning. This direct
approach enables a clear comparison to assess the effec-
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tiveness of the FL-net’s feature learning structure.

Appendix C: Results of Lorentzian Visualization

To evaluate the generalizability of the network, we gen-
erated Lorentzian-style spectra. The spectral function is
defined as:

f(Ω|x0, γ) =
1

πγ

[
1 +

(
Ω−x0

γ

)2] , (C1)

where x0 ∈ [−5, 5] represents the peak position, and γ ∈
[0.1, 3.0] is the half-width at half-maximum.

0.00
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True
FL-net

0.00

0.01A

-10 -5 0 5 10
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FIG. 9: The gray line represents the true spectrum, while the
blue line shows the prediction from FL-net.

TABLE I: Comparison for Various Methods on Lorentzian

Method MEM FC Fournier net Dent FL-net

loss 0.1984 0.0465 0.0244 0.0296 0.0163

Table reftab compares the prediction loss for five dif-
ferent methods on Lorentzian spectra. Our network con-
sistently achieves the lowest loss. As illustrated in Fig. 9,
FL-net demonstrates even greater accuracy in predicting
Lorentzian spectra compared to Gaussian spectra.

Appendix D: Details of Dj and Sj

Considering that the same perturbation may affect dif-
ferent modes differently, it is essential to analyze the sen-
sitivity of each mode to noise. For this purpose, the out-
put distribution is denoted as A, which changes to A+δA
after a perturbation. To quantify the difference between
the distributions before and after the perturbation, we
employ the Kullback-Leibler (KL) divergence:

DKL(A ∥ A+ δA) =
∑
i

Ai log

(
Ai

Ai + δAi

)
. (D1)

To analyze the response of the KL divergence to a
small perturbation δA, we perform a Taylor expansion.
Since δA is small and

∑
i δAi = 0, the first-order term

vanishes, leaving the main contribution from the second-
order term:

DKL(A ∥ A+ δA) ≈ 1

2

∑
i

(δAi)
2

Ai
. (D2)

The perturbation δG can be expanded in terms of the
right singular vectors vj : δG =

∑
j cjvj , where cj are

the projection coefficients. Substituting this into δA =
MδG, and noting that V ⊤vj = ej , we obtain:

δA = UΣV ⊤
∑
j

cjvj = UΣ
∑
j

cjej = UΣc, (D3)

where c = [c1, c2, . . . , c4(ng)]
T. Thus, we have:

δA =
∑
j

τjcjuj . (D4)

To simplify the analysis and focus on the contribution
of individual modes, we assume that cross terms can be
neglected. This assumption is reasonable if the left sin-
gular vectors uj are approximately orthogonal under the
weighting 1/Ai. This allows us to isolate the contribu-
tions of each mode to the KL divergence. Under this
assumption, substituting the expression for δA into the
second-order term of the KL divergence, we obtain:

DKL ≈ 1

2

∑
j

τ2j c
2
j

∑
i

u2
ij

Ai
. (D5)

In the expression for DKL, the term
∑

i

u2
ij

Ai
represents

the intrinsic sensitivity of each mode to noise, while τ2j
indicates the amplification factor of noise in different
modes. To measure the inherent sensitivity of each mode,
we assume that the coefficients cj are equal.
This assumption allows us to compare the inherent

sensitivities of the modes under uniform perturbation.
Therefore, we define the inherent noise sensitivity of the
j-th mode as:

Dj = ln

(∑
i

u2
ij

Ai

)
, (D6)

To analyze the impact of perturbations on the final
output, we consider the amplification effect of the τj
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term. Thus, we define the total sensitivity Sj of the j-th
mode as:

Sj = ln

(
τ2j
∑
i

u2
ij

Ai

)
= 2 ln τj +Dj . (D7)
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