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Abstract. We present three-component wind models for carbon richatinly AGB stars. In particular we study th&ects

of drift in models of long-period variables, meaning tha¢ thust is allowed to move relative to the gas (drift models). |
addition we investigate the importance of the degree ofbéiiy of the wind structures. The wind model contains safa
conservation laws for each of the three components of gas athdl the radiation field. We use twdfdrent representations for
the gas opacity, resulting in models withfdrent gas densities in the wind. Thieets which we investigate here are important
for the understanding of the wind mechanism and mass los&&f gtars. This study is hereby a necessary step towards more
reliable interpretations of observations. We find that tifieats of drift generally are significant. They cannot be i from
models calculated without drift. Moreover, the non-drifbaels showing the lowest mass loss rates, outflow velocdied the
smallest variability in the degree of condensation do nonhfdrift model winds. The wind formation in drift models isaept

for a few cases, generally lesfiieient and the mass loss consequently lower than in the ameing non-drift models. The
effects of drift are generally larger in the more realistic mMedesing that representation of the gas opacity which resalt
lower densities. The outflow properties of these models lage-afor all cases we have studied — sensitive to the periddeof
stellar pulsations. A check of the mass loss rates agaimetarit) fit formula shows systematically lower values, irtipalar

in the more realistic models with a low density. The fit is mdurrent form inapplicable to the new models presented here
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1. Introduction ied by Hofner et al. (1998, henceforth HILA98) and Helling

. . etal. (2000). The models in this articlefdir from the ones pre-
Stellar winds of asymptotic giant branch (AGB) stars are bgg e in the papers mentioned above as drift between gas and
Ileyed to form as a consequence of afiaent dust conden- dust is taken into consideration. So far this phenomenoahas

absorb radiative momentum frqm the_ highly _Iuminous star arég al. 1994 (henceforth KGS94), Kriiger & Sedimayr 1997, or

. ) . ) -pulsating stars (e.g. Sirha.e
star, they collide with gas particles and the momentum isstra 2001 or Sandin & Hofner 2003 (henceforth Paper 1)).
ferred to the rest of the matter, forming the stellar wind skla

loss and its history is not only important to the AGB starlitse _ S _
It is also relevant for its neighborhood, the formation of th N the first article in this series, Paper I, we presented a
circumstellar envelope and in a longer perspective, thaogal Method on how to describe drift in a C-rich wind model. The
chemical evolution (e.g. Willson 2000). work is based on the model presented in Hofner et al. (1995)
Since Bowen (1988) published his pioneering paper &qd both aspects of p_hysiqal gnd_numerical details were cov-
time-dependent wind formation in cool M-type giants consied therein. The main objective in Paper | was to study the
erable progress has been achieved with models descritiing BSIC @ects of drift on the wind structure; by comparing the
ferent physical aspects in more detail. Fleischer et alg2)9 results with position coupled (PC; i.e. non-drift) modétspar-
created a C-rich wind model using a self-consistent descrffpular we studied dierent approximations of the term describ-
tion of dust formation. Fleischer et al. (1995) and Hofrteale N9 the collisional gas-dust momentum transfer, the dragrio
(1995) studied models without pulsations and described thEPcesses that could make the interpretation of the resolts
dust-induced (external) kappa mechanism. The influence difficult were excluded. Consequently we did not describe stel-

molecular opacities for the wind drivingfigiency were stud- 1ar pulsations in the models of Paper I. And the positifeas
of atmospheric levitation by pulsation were hereby exctljde
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http://arxiv.org/abs/astro-ph/0304278v1

2 C. Sandin & S. Hofner: Three-component modeling of AGB siiads. Il

The main result of Paper | was that the dust in drift modelable 1. Glossary of used symbols and units
tends to accumulate to the dense regions behind shocksh whic

form as a consequence of the dust-induced kappa-mechanisgy,  ynit description
This accumulation of dust does not occur in PC models. While
the diferences were obvious in the spatial data we could not genr® gas density
find anycertain changes — between drift and PC models — incs ~ 9cn® dustdensity
quantities which are temporally averaged at the outer bagnd " cmj gas number density
such as the average mass loss rate and the average termiffal M . dust n”mper density
. . u cms gas velocity

velocity. The reason why we considered the averaged resfults v omst dust velocity
the drift models uncertain was that the numerical accurdcy o, ergem?s zeroth moment of the
the momentum flux terms in the drift models never was better radiation field
than first order in Paper I. K cm?3 moments of the grain size

The final goal is to replace the PC models with drift models, distribution; 0< j < 3
if it turns out to be necessary for a specific purpose. However, cms?t drift velocity
before we can decide on this matter it is necessary to find ou#b speed ratio
what efect the drift has on the models, and whether there ar€o drag codicient
clear correlations of the drift to other quantities. Is ispible ¢ fraction of specular collisions
to describe theféects on the wind structure without explicitly < e , s gas-dust geom. cross section
including the drift in the calculations? Such a treatmentildo '~ 9™ 53 1 drag force

. . . Ak Oarit  €rgcnTss heating by drift
be time-economically valuable since the larger variabiiit o9 om mean grain radius
the dust component caused by drift inevitably slows down the
calculations. P dyn cnr? gas pressure

With the work presented in this article we improve the Jo K gas temperature

. . K dust temperature

model presented in Paper | further. The numerical accurac, ergem?stster!  source function of the gas
in the flux terms of the partial ffierential equations is now of Kg g lem? (gray) gas opacity
second order for all models. We here include a description 0,13 glen? (gray) dust opacity
stellar pulsations to study long-period variables. A comiyo cmst speed of light
used representation of the gas opacity in AGB wind models ig, ergk? Boltzmann constant
a constant number introduced by Bowen (1988). For comparig dyng2cn? gravitational constant

son with the corresponding models we calculate models using; ergcnm2s K Stefan-Boltzmann constant
this representation too. However, since its use resultsiie-u

alistic density structures (cf. Paper |, Sect. 4.1) we aldouz ~ Quantities specified at the outer boundary

late models based on molecular data (using Planck mean a'f\:;/l—

-1
sorption coéicients; HILA98). The selection of sets of model M@yl mass loss rate
is b d | h d i cms terminal velocity
parameters is based upon a sample where we expecte trfaEd degree of condensation

drift effects could be important; the models in the sample argzo dust optical depth
most closely related to the models presented by Hofner &iDor - standard deviation
(1997, henceforth HD97) and HILA98. The only related study

of time-dependent dust-driven winds — we are aware of — thabrain properties

self-consistently treats dust formation and drift is praeed by
Simis (2001, ch. 4). However, the models presented thereifjo = "o

are calculated using assumptions that aféedént from ours Ka/Ko = (ro)/To; oy [em] —monomer radius
. Kz2/Ko = (A)/4nrg; (A)[cm®] — mean grain surface area
in several respects (cf. Paper |, Sect. 4.2).

. ) L K3/Ko = (N); (N) — mean grain size
The physical assumptions and the model characteristics aof

the current work, compared to Paper I, are specified in Sect. 2

The parameter-relations and the criteria we use in the selec

tion of the sets of model parameters are given in Sect. 3whig physjcal assumptions and model

also covers the modellng method. The results (_)f the study are;paracteristics

presented and discussed in two separate sections. Thet outpu

of the models in terms of average properties of the wind arie stellar wind can physically be separated into thréewint
their inter-relations, are given in Sect. 4. Four topic®aisged interacting components. All but a small fraction of the reatt
to the new models and théfects of drift are discussed in fur-is assumed to form the gas component. The remaining mat-
ther detail in Sect. 5. The topics are: the influence of thiopis ter, present in dust grains, forms the dust component. Tite th
period on the properties of the wind; the importance of a “temmomponent is the radiation field.

poral variability” for the formation of winds and for diseeng In our wind model each of the three components is de-
winds of diferent character; a discussion on the comparissearibed by coupled conservation equations covering riadiat
with a mass loss fit formula; and the influence of heating thydrodynamics, time-dependent dust formation and interac
drift on the wind structure. The conclusions are given intS&c tion between all components; we call it the RHD3-system
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(Radiation HydroDynamics, Dust and Drift). The physica-sy physical conditions similar to those described in Paper hae

tem and how it is solved is described thoroughly in Paper I. sume fully specular collisiong (= 1).

short the equation of continuity, the equation of (inteyreadl- The transfer of internal energgdependent on drift) be-

ergy and the equation of motion describe the gas compondween gas and dust can be split in two terms. On the one hand

The dust component is assumed to be made of spherical egat is transferred to gas particles that are accommodated o

ticles in the form of amorphous carbon and is described withe dust grain surface in filisive collisions. For a complete

the dust equation of motion and four moment equations trederivation of this term see e.g. Schaaf (1963, and the equa-

ing the formation and destruction of dust grains; the momenions leading to Eq. (7)); KGS94 (Eq. (14)) discuss an approx

(Ko-K3) describe certain properties of the grain size distribimative form. On the other hand energy of the bulk motion is

tion function. Currently dust formation is treated considg converted into internal (thermal) energy as gas particleishv

the processes of nucleation, growth, evaporation and adampreferentially come from one direction (as in the case df)dri

sputtering. The radiation field is represented by two momeante reflected in random directions when hitting a dust partic

equations of the radiation transfer equation. The two mdsealculations involving the details of a two-body collisisimow

are the frequency-integrated zeroth and first moments gthethat this heating (by drift) is given by,

diation intensity, representing the radiative energy dgrsd 1+

.. . &

the radiative energy flux, respectively. All symbols and muadgrit = TVD fdrag 3)

tities used in this article are (for a quick reference) given

Table 1. (e.g. KGS94 and Draine 1980, 1986). KGS94 found heating
In the three following subsections we look at process@¥ drift to be a significant factor in the energy balance of the

where the physics used in Paper | is improved further. gas in stationary drift models with a simplified descriptimin
the radiation field and the dust. In our time-dependent nsdel

) ) we find that the impact of this heating on the wind structure is
2.1. Treatment of the gas-dust interaction low; cf. Sect. 5.4. In contrast to Paper |, whegg; was not

In this article we primarily present and discuss the resofits included in any calculations, it is in this article includiadall
drift models — i.e. models where the dust is allowed to drif@lculations presentedin Sects. 4 & 5.1. _
with respect to the gas — but for comparison we also present 1€ mass transfefrepresented by dust formation and de-

PC models thaa priori assume complete momentum couplinatr”Ction) is also fiected by drift, partly through modified grain

(and a tight mechanical coupling of the dust to the gas, plQ{-OWth e(ﬁcienc_ies, partly in npn-thermal sputtering that oc-
frequently if the drift velocity exceeds about 40 K (&f.

venting drift). In drift models the drift velocityp is defined curs ;
by, Kriger & Sedlmayr 1997, and references therein). In the re-

sults of Paper | we found that a significant fraction of thetdus
Vo =Vv—u (1) in drift models accumulates to the regions behind gas shocks

the drift velocity was also found to stay below 30 kmh.sThe
wherev is the dust velocity and the gas velocity. All three |atest calculations presented in this article do not sigaiftly
processes of momentum, energy and mass transfer betweenig the validity of the conditions behind these assunmstio
gas and dust phases afteated by drift. Currently we neither include sputtering due to drift nor mod

The description ofhe momentum transfer between the gafications of the dust formation rates to account for drifheT

and the dusts contained in the drag force which is calculateglan is, however, to include them in the calculations andystu

taking care of both the geometrical and thermal propertiesteir influence on the wind structure closely in the nearritu
the dustandthe thermal properties of the gas,

V2Cp (Wb, Tg, Ta. €) @) 2.2. Treatment of the gas-radiation field interaction

2 Starting with Bowen (1988) it has been customary to assign th
Here o is the gas-dust geometrical cross sectiig;and K, 9as opacity a (low) constant number as a primary estimate,
are the_ first two mome_nts o_f the grain size distributi_on f_un(/%;, — 2% 10 [cmPg Y. 4)

tion; p is the gas densityny is the dust number density (i.e.

Ko); Cp the drag cofficient; Ty the gas kinetic temperaturgg It was done on the basis that reliable opacities at that time
the dust temperature; ardthe fraction of specular gas-dustwere not available and the value given here was thought to be
collisions (0< ¢ < 1). The drag cocient we adopt is:'E,A representative in the region of the wind where the gas opac-
given in Eq. (23) in Paper I. The exact form of the gas-dugy was believed to play a rble. To mention just a few, Bowen
geometrical cross section, the dust properties, and thergiss (1988), Fleischer et al. (1992), Fleischer et al. (199%){ndi
tions used for the dust temperature are given in Paper |. Téteal. (1995), HD97, Winters et al. (1997), Winters et al.q@0
term inCp that accounts for diusive collisions becomes sig-henceforth W00), and Paper | all present time-dependemt dus
nificant at low drift velocities and large dvgas temperature driven wind models that adopt this opacity.

ratios, see Eq. (10) in Paper |. However, in Fig. 4c (in Se@. 4 The constant value on the gas absorptionfidcient ()
Paper 1) it is seen that the same term never accounts for mrindependent of both the thermodynamical conditions had t
than 40% ofCp and the calculated wind structure is more athemical composition and its use results in unrealisgidatge

less independent of the type of collisions. Consequeniliy wdensities in the photospheric layer. It was replaced wigm&k

farag = o(Ko, K1)png
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mean absorption cdiégcients based on the SCAN moleculalable 2. Model parametersL(, T and P) of both constant-opacity
data (Jergensen 1997) by HILA98 and Helling et al. (200@)odels (prefix “R”) and Planck mean models (prefix “P"). Cohan
This improved description of the gas opacity avoids theaextp & 6 give the stellar radius, calculated from and Ter (Eq. (8)),

“free parameter” (given in Eq. (4)), is a function of the ciemand the gravitational acceleration at the location of thetpéphere.

cal composition, and allows for the calculation of a mord-reg "€ last column shows the fraction of the stellar mass coatain

. . the model domain of the initial model for constant-opacitgdals
IStICT?]anggrset;légEr;' een structures of models usin e'thera Planck mean models (the latter averaged over the garygen

; W_ o u u o using et ratios used), respectively. The stellar mdsis set to 10 Mg in all
the _tWO d_escr'bed opacities s in genergl S|gn|f|c§1nt, a_Bdeh models. The remaining two (out of totally six) model paraengtthe
sulting winds show very dierent behaviors. In this article wecarhorioxygen raticec /e and the piston velocity amplitudeu, are
both calculate models using a constant gas opacity (canrstagecified in Tables 4-6 (Sects. 4 & 5.1).
opacity models) — to compare with the results of previous-mod
B motels e opacly bese Poger L Ty P R o MW

P ©ORP- el K [ [Rel [%]

07F 70x 10° 2880 390 336 -0.61 13;0.16
10F 10x10* 2790 525 428 -0.82 17;0.16
To describe theféects of stellar pulsations on the atmospherel0G ~ 10x10* 2790 653 428 -0.82 17;0.16
we use a sinusoidal radially varying inner boundary, lodae 13F 13x10* 2700 650 521  -0.99 20;0.19
about 091R. (above the region where themechanism sup- 13G 13x10° 2700 841 521 -0.99 20;0.19
posedly originates). Since the radiative flux is assumeceto ©
constant through the innermost mass shell the radial V@miat
implies a varying luminosity as well. The above descriptén days) given by the P-L relation of Groenewegen & Whitelock
the pulsations is not self-consistent in the sense of a fioitsa (1996) should thus be considered an upper limit.
model, but it provides the wind with the dynamicdliexts of
E'glfzg%ns, i.e., a levitated atmosphere a_nd strong s_l“(«xd:k_s 3. Details of the modeling
and references therein). The period of the piston is |
the previous work of e.g. HD97 and HILA98 specified througFhe equations of the RHD3-system are discretized in the
a period-luminosity (P-L) relation derived and fitted fortype Vvolume-integrated conservation form on a staggered mésh. T
Miras of periodsP shorter than 420 days by Feast et al. (198%patial discretization of the advection terms is alwayseaf s
ond order (van Leer 1977) in this article, contrasting Pdper

logP =2.5/3-log(L/Lo) - 1.84/3 ®) where it was never higher than first order in the drift mod-
whereP is given in days. The piston amplitude is a “free pagls. The RHD3-system of equations is solved implicitly gsan
rameter”, see Sect 3. Newton-Raphson algorithm where the Jacobian is inverted by

The influence of dferent pulsation periods on the windhe Henyey method (cf. Paper | for details).
structure is studied by e.g. W00 and HD97. The former authors
concluded that a long period allows for a stronger levitatid 3
the atmosphere and more favorable conditions for dust forma
tion. However, theseffects are counteracted by a mofiaent The model is determined by four stellar parameters and two pa
radiation pressure on the dust that dominates the dynamits eameters defining the piston, there are thus in total sixrpera
cancels the improvedigciency. Similarly HD97 found the ef- ters. The parameters are, the stellar mdssthe stellar lumi-
fects of altered periods to be insignificant in two of their P@Gosity L., and the &ective temperatur&es defining the pho-
models. tosphere of the initial hydrostatic model. All abundances b

We want to see if this conclusion is valid for drift modelshat of the carbon are assumed solar; the carbon abundance is
and therefore complement the models calculated using Eq. $pecified through the carb@mxygen ratiosc/eo. Furthermore
with a more recent P-L relation fitted by Groenewegen &e periodP and the piston velocity amplitudeu, define the
Whitelock (1996, Eq. (2)), piston.

The purpose of this article is to study certain issues con-
logP =2.5/2.59-log(L/Le) - 2.71/2.59. ) nected tg dﬁft that we believe are import};nt for realistiodv
Equation (6) is derived for carbon Miras with periods in thetructures. Therefore we intentionally select combimetiof
range 150-520days. Hence there is still a need to extrapolatodel parameters using established parameter relatidres. T
to longer periods. Winters et al. (1997) point out that thesse sets of model parameters in this study, given in Table 2, are
trapolated periods are possibly overestimated. The tayden mainly selected from the models given in HD97 and HILA98.
wards overestimated periods can also be seen in Groenewdgete that constant-opacity models are given the prefix “R” in
etal. (2000, Fig. 3) where (O-rich and) C-rich stars withgen the model name, and Planck mean models the prefix “P”. In
periods are measured. These authors point out that botreP-Lselecting model parameters we intentionally leave outdhstl
lations in our discussion are limited to periods of less #a@ luminous models with the less massive outflows. These models
500 days because they are based on a sample of optically \ase a priori not expected to form winds when adopting drift.
ble stars with shorter periods. The extrapolated perisds20 We restrict the parameter space by not varying the stellasma

2.3. Modeling stellar pulsations

1. Selecting model parameters
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M. which is set to 10 Mg in all models. The piston amplitudeTable 3. Model comparison of drift; models (Cols. 2,3) vs. drifty
Au, and the carbgioxygen ratioec/eo are currently consid- models (Cols. 4,5); completing Table 2 in Paper | (where ttupp
ered “free parameters”; the values we use are specified in €fées for the drifty models are taken). Only those models that give
model names given in the tables in the results section (8pct.2 Wind are shown. All wind models show an irregular variapili
In the models presented here it is the dust that initiates d{gde!s thatare notrun for alonger time are marked with piesses.
drives the stellar wind. The dust formation zone, and hereB§e S€ct- 3.3 for further information.
the wind formation zone, is always inside the model domaifs : :
An inflow of matter through the inner boundary which is lo- drift;x models drifgna models

cated well below the photosphere (typically at aba9t) is model 16'“\42 <u°°21 106'“\/2 <u°°21
not allowed. One consequence of the lower density present in Moyr™]  Tkms™] Moy Tkms™]
the Planck mean models, compared to constant-opacity moda27 (6.6) (40) 4.7 (40)
els, is that a smaller fraction of the stellar mass is locatékle B21 (11) (28) (7.5) (30)
atmosphere (compare the values in the last column in Table 2)B22 (7.8) (28) (7.6) (32)
Consequently it is currently not possible to model a lorrgate 18 15 21 12 23
wind evolution since the model domain is depleted quickly of c19 14 24 11 26
material. Cc20 13 25 11 28
The dfective temperature is specified using the radius-pi16 43 27 38 28

mass-luminosity relation — derived from an evolutionaryd®io
— given by Iben (1984)

L \068, p\ (031S, 7 0088/ | \~052 particular) and the resulting smaller time steps in thesdetso
R=312 (ﬁ) (ﬁ) (m) (H_p) (also see Sect. 4.2 in Paper I). One may argue that the tdrmina
velocities determined at our outer boundary which is lotate
where the stellar radiug, the stellar luminosity and the stel- re|atively close to the star may be underestimated. However
lar massM are given in solar units. The remaining values igur experience shows that this does not appear to be the case
Eq. (7), the metalicityz = 0.02 and the ratio of the mixing  The massive envelopes of constant-opacity models prevent
length to the pressure scale heiglit{,) = 0.90 are taken from gepjetion in these models. The density is on the contrargitpw
Bowen & Willson (1991)S is identically O unles/ > 1175 and the envelope thereby less massive, in the Planck mean
whensS = 1. The efective temperature is given by, models. As a consequence the calculated quantities ofttee la
oeTar = L./ (47er) ®) models are averaged over a time-period shorter than oneewher

the depletion becomes relevant (cf. Sect. 4.2).
whereop is the Stefan-Boltzmann constant.

The periodP is chosen according to the P-L relations meny
tioned in Sect. 2.3. Model names with an “F” adopt the P-L re-
lation derived by Feast et al. (1989) (F-models), and thate w
a “G” that derived by Groenewegen & Whitelock (1996) (G Paper | we calculated drift models without stellar puitsasg
models). The relation by Feast et al. is used in all models pigsing a % order spatial discretization of the advection terms. In
sented in Sect. 4. Results usingfeient periods, representeahis subsection we compare those models (Table 2 in Paper I;
by the G-models, are discussed in Sect. 5.1. drift;sy models) with improved drift models that use ™ Brder
advection (driftng models), Table 3. Like in Paper | none of the
improved models simulate stellar pulsations and for compar
son the heating termy;ix is not included. Considering the type
The modeling procedure is the same for all models we preseftvinds formed in the driftss models, it was found that they
and is as follows. Each wind model is started from a hydrastatvere all irregular, but so were the PC models that used first or
dust-free initial model where the outer boundary is locatd der advection. The new drifly models are dierent in that they
about 2R.. All five dust equations, i.e. the dust equation of mashow much less irregularity and have shorter time-scalésein
tion and the four dust moment equations, are switched onvatiational patterns. They are, however, all still irreggulvind
the same time. Dust starts to form whereby an outward motiorodels.
of the dust and the gas is initiated. The expansion is foltbwe While the measured temporally averaged terminal veloc-
by the grid to about 2R, where the outer boundary is fixedties are more or less the same when comparingggitind
allowing outflow. The model evolves for about 50-20th the drift;s; models, the mass loss ratedtei. The drifpng model
case of drift models, and for about 400-9®h the case of PC A27 has an average mass loss rate that is much lower than that
models. The shorter evolutionary times for the drift modets
due to the generally larger variations of the dust quastiiie

3. Comparison of numerically improved
non-pulsating wind models with old models

3.2. Modeling procedure

2 Tests have been performed (with previous versions of the)¢od
where the outer boundary of the model is located at largéamties

1 Equation 7 is based on old opacities resulting in overesfrom the star. These tests have shown that the uncertainttae ter-
mated &ective temperatures, the newer relations presented by ergnal velocity caused by the location of the outer boundaeysmall
Wagenhuber & Groenewegen (1998) may be a better choicetbiege compared to the uncertainties in the calculation of the ‘awveraged
are based on more recent opacities. values.
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of the drifyst model and is about the same as the value of thel. Results of constant-opacity models

corresponding PC model. All other models have average mass . L
P g g q’?le results of the constant-opacity models are given inelébl

loss rates in the range of 72-8068-97% of the correspond- C model . in th t and drift models in th
ing PQdriftys; models (with a larger uncertainty for the shortel? mo e_s are gl\éen n Zquir part an g Imo N Sf'n P?:
evolved B21 and B22 models). ower part; note that we adopt the same model name for

The conclusion is that with the more accurate discretizg]-Odels and drift models with the same model parameters. The
tion of the drifbng models, compared to the diift models standard deviationrs of the average values is specified for the
n 1 )

we find clear changes caused by drift in the wind structu?/éSt f|ye Cmant't'tes l(l;utnot f((j)rthe_ztdnftt\_/el_omct:y,lcf;.aS_eéttl.Zé. f
of certain models. However, since the properties of botlesyp e give the actual dygas density ratio in Col. 8 (instead o

of model winds are of the same order of magnitude and t Iculating it from the degree of condensation like in HD97 &

dust still accumulates to the regions behind shocks, thseee i LA98, which only works correctly for PC models).
rough qualitative agreement between dgifand drifo,g mod-

els. Nevertheless a more accurate discretization is always 4.1.1. Comparison of new PC model results with
ferred. previous results

Before we study the drift models we comment on the agree-
4. Results ment of the values given for the PC models in Table 4 (with an

In this section we present and compare the results of nety drit!” in the last column) with the corresponding values givan i
and PC models which include th&ects of stellar pulsations. A HD97. The physics of the part of the RHD3-system required to
discussion of the consequences of the results is given inSecfun PC models is not modified, and the result should therefore
All quantities given in both tables in this section (and iR€ the same (or very similar). The PC model values shown in
Table 6 in Sect. 5.1) are temporal means calculated at #ld face in Table 4 are values where th&efience is>= 10%.
(fixed) outer boundary. To make an estimate of the “degree@pmparing old and new values we find that the agreement gen-
variability” for each model and quantity we calculate a staa  erally is fine.
deviation, see Sect. 5.2 for a discussion of its relevandéran A factor that explains several of thefidiring values is
plications. Note that while all models are calculated footalt that all new PC models are calculated for significantly lange
time-interval which we believe is |ong enough to find re|mb|time'intervals than the models in HD97. Models that show dif

average quantities, i.e. 50-4B0depending on the model, weferent average values due to the longer time-interval thelu
do not study long-term variations of the order of several-huR07FU2C20, R10FU2C15, R10FU2C16 and R13FU2C14.
dred to thousands of years. Such a study requires total tinfé€ latter two models show large variations during partsief t
intervals on the order of thousands of periods and |Onger. evolution and the last model relaxes tetablepattern of vari-
Depending on the choice of a time-interval used in tHRDility only after several hundred piston periods. One nhode
calculation of the average quantities slightlyffeiient values Where the above arguments do not apply and the average val-
emerge. Since a majority of the models in this study are irredes of the new models arefiirent is R10FU2C20. For this
ular it is difficult to determine general conditions for the exodel all average values are about ten percent larger, excep
act choice of such a time-interval, instead we choose themf@kthe mass loss rate which is 27% larger. In this case itds th
|Ong as possib|e (See' however, Sect. 42) We mentionsat ﬁiﬁlection of the time-interval used in the calculation @& #v-
point that the time-interval used for the determinationtof t €rage properties that is important (compare with the sdnat
average drift velocity in our models necessarily i§etient, cf. 0f the Planck mean models in Sect. 4.2.1).
Sects. 4.1.2&4.2.2.
_ The two diferent kinds of gas opacities we apply give ing 1 5 comparison of drift models with PC models
trinsically different wind structures and we therefore present
the results of each of these two models in separate subsectié direct comparison of the values of PC models and the cor-
We first study the results of constant-opacity models ancktheresponding values of drift models in Table 4 shows significan
after the results of (and a comparison with) the Planck melut not dramatic changes. In this subsection we study @rrel
models. To illustrate dierences we have chosen to put resultions we can see by comparing values of drift and PC models.
of different nature in the same figure. To aid the further dis- The direct comparison between PC models and drift models
cussion we here give the following symbol key for these figs aided by a plot of the ratios of the values, Fig. 1. In this
ures (Figs. 1-3, 6, 7): PC models are always representedsoypsection we only discuss the models represented by aircul
open symbolsand drift models byfilled symbols Moreover symbols and stars(®, ®, e, x) in Figs. 1-3.
constant-opacity models are represented by circular sianbo  Comparing the model ratios in the panels of Fig. 1 we
stars, and downwards pointing trianglesd, ®, e, x, v), and find ratios both significantly smaller and larger than 1. With
Planck mean models by rectangular symbols and upwasatsexception of the ratios of two models that seem to be sep-
pointing triangles i, |, m, o). Planck mean drift models arearated from the rest of the model ratios in Figs. 1a-c (see be-
plotted ingrayto distinguish them more clearly from constantlow), the other models are grouped rather tightly. The rafio
opacity drift models. Triangular symbols represent modeétls the mass loss rates is slightly lower than 1 for the group of
a varied periodP. Further details are given in the respective tasonstant-opacity models, and the terminal velocity retiatia
bles and figures. constant level close to 1. The degree of condensation iy fair
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Table 4. Model quantities averaged at the outer boundary for cotisiaacity models (cf. Sect. 4.1). The models are named bingddsffix
to the respective model name in Table 2. Th#isus a combination of two model parameters, the piston vajaainplitudeA u, (Un, nin
kms™) and the carbgioxygen ratiosc/so (Cnn, nnis 10- ec/eo0). The last but two colummT,y, gives the total time-interval of each model
calculation. The numbers associated with models run foroatshtime-interval are less reliable than the others asrtbans are taken over
short time intervals. The last but one column gives the tyfpgind: i, irregular wind;lp, periodic wind;lq, quasi-periodic windt, transition
model;—, no wind.| (e N) shows the (multi-)periodicity of dust shell formation imetunit of the piston perio®. A tilde (e.g. ‘2§’) in the
last but one column indicates a correspondence with thecteization only during a part of the calculated time+ivaé The values shown
in bold face for the PC models indicate that the valu@eds from the corresponding value given by HD97 ¢$0%). The symbols in the
last column show whether the respective drift models shomeneaseftiecreasedx/v) mass loss rate, or new wing)when compared to
the corresponding PC model. For the PC models an ‘H’ indictitat the same model parameters were used in a model in HB@%&ymbol
printed in subscript in the last column indicates how th@eesive (difering) model is illustrated in Figs. 2, 3,6 & 7.

model (M) (Ueo) (feona) {palp) (Ta) o) Tt type

[10° Mo /yr] [km/s] (%] [10] [1077] [km/s]  [P]

(o) (o) (o) (o) (o)

POSITION COUPLED MODELS (illustrated with the symbolc”)
RO7FU2C18 B3 (027) 53 (0.88) 36 (016) 16 (087) 38 (26) 240 i H
RO7FU2C20 B (19 23 (1.7) 65 (6.6) 36 (3.7) 54 (13) 180 2qg H
RO7FU2C25 3 (25) 33 (25) 69 (11) 59 (%) 110 (25) 150 1§ H
RO7FU4C25 & (11) 36 (24) 74 (14) 61 (12) 230 (50) 170 i H
R10FU2C15 24 (0.53) 49 (0.32) 42 (12) 12 (Q30) 110 (66) 360 i H
R10FU2C16 11 (9.0) 19 (17) 75 (71) 26 (25) 150 (50) 290 i H
R10FU2C18 15 (12) 25 (&) 74 (11) 33 (D) 210 (59) 250 2p H
R10FU2C20 14 (12) 29 (19) 73 (12) 41 (7.7) 240 (49) 240 2qg H
R13FU2C13 — —
R13FU2C14 7.4 (44) 79 (14) 48 (60) 11 (1.8) 150 (14) 450 i H
R13FU4C14 55 (36) 14 (14) 66 (11) 15 (23) 350 (85) 400 i
R13FU2C16 29 (19) 21 (@) 71 (91) 24 (31) 270 (74) 370 i H

DRIFT MODELS

(illustrated with the symbole”)

RO7FU2C18 —

RO7FU2C20 4 (15) 21 (24) 17 (30) 27 (150) 63 (30) 13 115 iv
RO7FU2C25 B (25) 34 (29) 31 (29) 57 (280) 98 (33) 11 87 i v
RO7FU4C25 5 (85) 33 (30) 35  (40) 34 (99) 240 (49) 2 137 i v
RIOFU2C15 4 (55) 13 (27) 40 (34) 16 (54) 57 (36) 9 120 i A,
RIOFU2C16 & (86) 16 (21) 59 (34) 34 (85) 120 (46) 6 250 i v
RIOFU2C18 & (11) 22 (22 47 (37) 22 (52) 150 (54) a8 65 i v
RIOFU2C20 & (13) 28 (28) 47  (40) 29 (56) 160 (42) 8 60 i v
R13FU2C13 15 (9) 10 (088) 47 (30) B (12) 98 (33) B 160 3p o,
RI3FU2C14 18 (15) 13 (1) 66 (26) 12 (15) 160 (45) B 440 i A,
RI3FU4C14 56 (44) 13 () 54 (31) 12 (10) 350 (100) 2 170 [

RI13FU2C16 23 (25) 20 (8) 41 (39) 15 (24) 220 (63) 8 110 i v

Fig. 1. Ratios of four of the drifPC model quantities given in Tables 4 & 5 plotted as a functibthe respective PC model quantity. From
the left the averaged quantities asgthe mass loss ratéM); b) the terminal velocityu..); c) the degree of condensati@fiong); andd) the
dusfgas density ratidpq/p). Note that all plots are logarithmic on the y-axis and of tams scale. Only models where both PC models and
drift models have formed a wind are shown. The ratios of @risbpacity models are represented by open cirglesid Planck mean models
by filled squares, respectively. The two constant-opacity models showingnareased mass loss rate when allowing drift are indicated i
all panels with the symba. The region enclosed by the horizontal line® 8ratio< 1.1, indicates an insignificant decreAserease of the
respective ratio. Note that each set of constant-opacigetsand Planck mean models tend to form groups; exceptentwit'@’ models.

Fig. 2. Model average quantities as a function of the mass loss(Mje The panels showa) & b) the degree of condensatidfi.,ng and

c) & d) the optical depth of the dugty). The panels on the left show PC models (open symbols) andahelgoon the right drift models
(filled symbols). Furthermore, constant-opacity modeésrapresented by circles, stars, and downwards pointinagdies ¢, ®, ©, e, x, v),
and Planck mean models by squares and upwards pointingle@(n, B, m, o). A key to the symbols is given just before Sect. 4.1, and in
Tables 4-6. Note that the PC models without a correspondiifignadodel (indicated by & m) all have low mass loss rates. The drift models
are as a group better correlated with the mass loss rate dretiree of condensatiob)(than the PC models ara)(
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constant at abouf.ong = 0.7 for PC models; the drift mod- The drift velocity in Col. 12 in Table 4 requires a separate

els show a larger scatter of values, where the individualesl discussion. Since the dust velocity often shows large aad dr

always are smaller than those of PC models. The two madatic variations in regions in front of shocks (see disaussi

els that are separated from the group, i.e. models R10FU2@15ect. 4.2 in Paper I), it is not possible to calculate an av-

and R13FU2C14, both share an increased/@@tmodel ra- erage value for all models using the same method as for the

tio in the mass loss rate, the terminal velocity, and the/dast other quantities. Instead we base this average on the lbnges

density ratio. In addition both models share a lower degfeetome-interval that does not show the largest unphysicalesl

condensation and a low terminal velocity compared to therottA small average drift velocity indicates a frequent passihg

constant-opacity models. These two models are discussed finocks (where the drift velocity is low, cf. Sect. 4.2 in Palpe

ther in Sect. 5.2.1. and a large value correspondingly few shocks. The values in
To illustrate correlations between the average model qudhe table show a tendency towards larger drift velocitieth wi

tities we show Figs. 2 & 3. Figure 2 relates the degree of coless massive winds. We do not give a standard deviation for

densation fcong) (Upper panels) and the dust optical deftl)  this quantity.

(lower panels) to the mass loss rate. The degree of condensa-

tion measures how easily dust forms and the dust opacityshow

what influence the amount of dust in the wind has on the wik2. Results of Planck mean models

structure. In the current context we mention the three nsodel _ .

that give a higher mass loss rate in the drift models (i.e.-mof€ results of the Planck mean models are given in Table 5.

els RLOFU2C15, R13FU2C13 & R13FU2C14), indicated withn€ PC models are presented in the upper part and drift mod-

stars &, drift models) and open ring®( PC models). els in the lower part. In contrast to constant-opacity mgdel
Figl;re 2 shows that for the PC models there is no corral2nck mean models have a lot less mass in the model domain

lation of the degree of condensation with the mass lossirate2nd are more rapidly depleted of material. All PC models in
addition three models (R1OFU2C15, R13FU2C14 and the wr4fjis subsection are evolved for a period long enough to show a
sition model RO7FU2C18) share a significantly lower degr&i@nificant depletion. Consequently it is not suitable te te
of condensation. The drift models, however, seem to followSaMe long time-intervals in the calculations of averages th
trend of increased mass loss rate with the degree of conder{% \used for constant-opacity models, instead we set theruppe
tion (or vice versa). Both the PC models and the drift modd|it of the time-interval at a time before the depletion bees
show a correlation of the mass loss rate with the dust optiSgnificant.
depth.

As pointed out by HD97 there should be a close correl
tion in dust-driven winds between the terminal velocity dmel
strength of the radiation pressure relative to the gravitai

pull. In Fig. 3 we plot the terminal velogity (lower pqngls)ch Like for the constant-opacity models in Sect. 4.1.1 we com-
thde maﬁs loss rate (upp(_er patlels) agaIOrIISbt tZeD%L;a?Ilee ment on the agreement of the values given for the PC models
adopt the same expression {@) as used by (Eq. (1), (indicated with an ‘H’ in the last column) in Table 5 with the

where it is defined at the outer bounda(y) is proportional corresponding values given in HILA98. The result should be

to thg rgtio of the du;t radiation pressure terigh) and the 0 g5 (or very similar). The PC model values shown in bold
gravitational force acting on the gafyyg) in the (PC model) face in Table 5 are values where th@elience is> 10%.
equation of motion (see Eq. (1) in Paper I). The terminal ve-

locity is, however, fiected in the entire wind formation region ' "€ length of the time-interval used in the calculation of

and a more certain result might be given with a radially avefverage guantities is a factor that can explain several ef th

aged(@). WOO calculate a similar property) for the inner- different values in Sect. 4.1.1. Because of the fast depletion of

most dust shell using the radiative pressure on both therghs '€ model domain in the Planck mean models this it is not the

the dust. Note thata), by definition, is not a dimensionlessc@use of discrepancy here. Instead we point out that it is the

quantity, and therefore a valuel (< 1) does not indicate that detailed selection of the time-interval used in the calooifeof

the radiation pressure (gravitational pull) dominates. t_he_ averages that is c_ru0|al. We _select this upper timeviate
Figure 3 shows that the mass loss rate is not correlatedifgit for models showing depletion to be where taeerage

(&), neither for the drift models nor the PC models, also corfecrease in the mass loss rate is insignificant. This pombea

pare the scatter of models in Fig. 3a with Fig. 2 in W00. X&TY difficult to define in winds of irregular variability and it

strong correlation of the velocity &) is seen in the PC modeliS therefore wise to choose a shorter period. The approgimat

plot of the terminal velocity in Fig. 3¢, in agreement witlyFg  time (in piston periods) printed in subscript in the last tou

in HD97. The agreement with Fig. 3 in WOO is less obviou§°lumns in Table 5 indicates this upper limit.

Because of the larger scatter of values the drift modelsem®e |  All models that difer by > 10% in Table 5, except

well correlated in both panels; which could be an indicafor ®07FU6C14, are found toftier due to the selection of the time

the weaker coupling between gas and dust in these modaiterval. Model PO7FU6C14 evolves very slowly to a stable

Note that the three models that give an increased mass ltess variability pattern, and it could be that we measure the guan

in drift models all are situated in the region of @), for both tities during diferent states of the wind (usingfidirent time-

PC and drift models. intervals).

F2.1. Comparison of new PC model results with
previous results
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Fig. 3. Model average quantities as a functiorK®f, a quantity characterizing the strength of the radiati@sgure relative to the gravitation.
The panels showa) & b) the mass loss ratgM) andc) & d) the terminal velocityu..). The panels on the left show PC models (open symbols)
and the panels on the right drift models (filled symbols) tik@mmore, constant-opacity models are represented Hggistars, and downwards
pointing triangles ¢, ®, ®, e, %, v), and Planck mean models by squares and upwards pointangleis €, @, m, o). A key to the symbols is
given just before Sect. 4.1, and in Tables 4-6. Note that @eBdels without a corresponding drift model (indicatedsh¥ =) all are grouped

in the lower-left corners irm & c¢. The Planck mean and constant-opacity PC models are clesnlg separated as groups compared to the
corresponding (opacity) groups of the drift models. Alsmparec with Fig. 3 in HD97.

Table 5. Model quantities temporally averaged at the outer bounéaryPlanck mean models. The numbers printed in subscrighen
column indicates the upper limitin the time-interval usethie calculation of the average quantities of the corredipgrmodel (cf. Sect. 4.2.1).
The values shown in boldface for the PC models indicate Heatalue difer from the corresponding value given by HILA98 (b$0%). For
the PC models an ‘H’ in the last column indicates that the sanméel parameters were used in a model in HILA98. See theooagitiTable 4
for further details.

model (M) (Uso) (feond) {palp) (7a) (Vo) Tot  type

[10° Mg /yr] [km/s] [%] [107] [1077] [km/s]  [P]

(os) (o) (o) (o) (o)

POSITION COUPLED MODELS (illustrated with the symbolc’)
PO7FU6C14 0.60 (0.069) 17 (0.10) 55 (0.44) 12 (0.10) 55 (99) 350 i Ha
PO7FU4C18 (@1 (0015) 64 (0.10) 13 (0099) 56 (0.04) 65 (03) 330 i Hs
P10FU4C14 @1 (Q12) 22 (0.18) 23 (0.22) 52 (0.05) 23 (18) 480 i Hs
P10FU2C18 @8 (0019) 86 (0.14) 46 (0.18) 21 (0.08) 16 (01) 140430 i Hg
P10FU4C18 11 (0.49) 14 (077) 16 (2.6) 72 (12) 73 (24) 150410 i H
P10OFU6C16 Z (14) 13 (11) 27 (40) 92 (13) 22 (11 180390 [
P10FU6C18 20 (0.61) 16 (048) 21 (18) 9.3 (0.83) 15 (49) 120390 i H
P13FU6C14 47 (23) 10 (0.76) 26 (27) 6.0 (0.61) 34 (16) 110520 i H
P13FU4C16 3 (0.39) 12 (030) 15 (11) 52 (0.39) 86 (L17) 140440 [
P13FU6C16 B (051) 14 (023) 21 (96) 7.3 (0.33) 19 (20) 80390 [
DRIFT MODELS (illustrated with the symbols’)
PO7FU6C14 — —
PO7FU4C18 — —
P10FU4C14 — —
P10FU2C18 — t
P10FU4C18 (B2 (012) 11 (024) 12 (53) 54 (29) 33 (05) 45 93 i v
P10OFU6C16 1L  (10) 85 (L1) 19  (18) 79 (13) 87 (56) 7.2 110 i v
P10FUBC18 2 (28) 22 (23) 27 (34) 39 (210) 25 (10) 16 65 2§
P13FU6C14 B (20) 75 (15) 24 (24) 84 (30) 17 (16) 10 130 i v
P13FU4C16 5 (069) 13 (043) 23 (24) 11 (18) g (15) 49 130 2§
P13FU6C16 4  (40) 14 (11) 19 (21 11 (39) 16 (4) 40 130 i
4.2.2. Comparison of drift models with PC models The results of all Planck mean models are plotted together

with the constant-opacity models in Figs. 1-3. In this sgbse

tion we study models represented by the rectangular symbols
Due to the overall lower density in the Planck mean modeis, m, m) and compare with the relations of the constant-opacity
these models form a lot less dust than the constant-opagifydels. We again find both increased and decreased values in
models do. The results of this are for example a lower avesig. 1. There is, however, no model (or group of models) show-
age degree of condensation and a lower average mass lossifgi@ significantly increased mass loss rate (like two cansta
in the former type of models (cf. HILA98 and Helling et alopacity models do). While the values of the PC models group
2000). A first diterence seen in the drift models of Table 5 iglearly around 13 km$ in Fig. 1b, around @ in Fig. 1c, and
that only three of the sets of HILA98-PC model parameters ai¢yund 08x10-3in Fig. 1d, there is a larger scatter in the values
found to form a drift model wind. None of the PC models witlyf the drift models. There is no evident correspondencethith
amass loss rate1.0x 10° Mg yr-* successfully forms a drift scatter of the constant-opacity models. Like for the cartsta

model wind. With fewer drift models the statistics is on tmeo opacity models the (gray) triangles (of the Planck mean risode
hand less accurate and correlations become less certatheOnn Table 6, Sect. 5.1) show a distribution similar to the st

other hand, with the current selection of model parametegs, the drift models.
get strongeconditionson the limit for wind formation in drift
models (cf. Sect. 5.2).
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InFig. 2 (and Fig. 3) it seems that the Planck mean PC maalind formation, and lower mass loss rates compared to winds
els are scattered over a larger region than the constacttppaformed in PC models. However, this is not necessarily the cas
PC models are. However, if those models that do not givefahe dust formation in a certain PC model is ffieient. In a
corresponding drift model are excluded (indicateday six few cases the accumulation of dust to narrow regions (otshel
tightly grouped models are left. For the drift models it agge in drift models seems to provide more favorable conditians f
that the Planck mean models correlate well with the constatite wind formation with a resulting increased mass loss rate

opacity models, in particular in the dust optical depth (2id). In this section we study four topics of the wind formation
The drift models in Fig. 3 share the properties of — and shawhere the influence of drift is of a primary concern. We first
a distribution similar to that of — the constant-opacity relsd  study the influence of the piston period in the next subsectio
Excepting one model, P10FU6C18, the Planck mean modgiSect. 5.2 we measure and compare the variability of thel win
compared to the constant-opacity models, on average shafadlels. The comparison with a derived mass loss rate fit for-
lower value of(@) (this is caused by a lower dyghs density mula is discussed in Sect. 5.3, both for the PC and the drift
ratio, Fig. 1d). models and for constant-opacity models vs. Planck mean mod-
Note that all PC models with a terminal velocity belovgls. Finally we comment on the importance of the heating by

10kms* either lack a corresponding drift model, or show sigqrift for the energy balance in drift models in Sect. 5.4.
nificantly different properties when drift is included. The av-

erage drift velocities in the six drift models are all faitbw,
and two models are even multi-periodic during parts of the c#-1. Influence of the piston period
culated time-interval (cf. the discussion in Sect. 5.1)atlli-
tion to the variability associated with the shell structaféhe
winds, the dust velocity shows small-amplitude variatiens
the outer boundary for all drift models in Table 5 (see Se).5

We believe it is important to follow up the study regarding
the influence of the piston period on the wind structure car-
ried out by WOO (Sect. 3.5.6) and HD97 for the case of drift
models. In particular regarding Planck mean models, foctvhi
there is no similar study. All models discussed this far are
5. Discussion calculated with a P-L relation derived for M-type Miras by

In the current models drift does not change the fundameniiﬁaSt et al. (1989, we refer to these models as F-models).

. . X : . more recent relation derived for C-rich Miras, derived by
processes behind the wind formation mechanism, but is stil :
" . . roenewegen & Whitelock (1996, G-models), reveal longer
able to alter the conditions for dust formation. In wind misde

allowing drift the dust tends to accumulate to dense redi@as penods.(see Sect. 2.3). The rgsults of seven G-models are pr
hind shocks. The reason for this relocation is that the m_dsented in Table 6 together with the results of the respective

- . T S . F-models for comparison. The wind properties thatedi by
collisional interaction is weak in inter-shock regions ahd . o
. . . more than 10% from the corresponding F-model are indicated
dust, accelerated by the radiation pressure, drifts wispeet

to the gas until the gas-dustinteraction is strong enouglote n bolqlface. The piston periods of the (F- and) G-models are

the drift down. The dense regions behind shocks provide sudenn Table 2. _ _

conditions (cf. Paper I). In the constant-opacity mode($1ppe_r ha!f in _'_rable 6) we
Figure 4 shows the spatial structure of the constant-opadi°te thatthe values of the G-models primarilfeiiin the mass

drift and PC models R10FU2C18. The quantities are seleoteddSS rate and the degree of condensation. Quantitatively th

illustrate the diference in the spatial wind structures of the twg12nges are of the same order of magnitude as found by HD97.

models. The accumulation of dust to the regions behind shod{'® €xception is model RI0GU2C18 where the degree of con-
is evident in the degree of condensation and the/gastum- densation is about half of that of R1I0FU2C18. Two G-models,

ber density ratio; the dust density is several orders of ritage  R10GU2C18 and R10GU2C15 also show multi-periodic vari-
lower in the inter-shock region, where the drift velocityte 2tons where the F-models do not. These two models and the
contrary is higher. The shogkter-shock gas density ratio isF-model R13FU2C13 are the only constant-opacity drift mod-
much lower than that of the dust. Although the dust densiti€% In this study that are multi-periodic. In the latter mbae
of the two models dfer, the gas structures appear similar in tHéust shell forms every third piston period.
gas velocity and the gas density. Planck mean modelgower half in Table 6) are more sen-
Figures 4b,f show that both the average grain radius and giéve to the period than the constant-opacity models ane. T
grain abundance vary more strongly in the drift model. The avalues of all three G-models fir significantly compared to
erage grain radius is typically below Tm, justifying the use the corresponding F-models. One model, P13GU6C16 is even
of the small particle limit in the calculation of the dust gpa Multi-periodic during parts of the evolution. This modetidhe
ties. The high values in the innermost peak in the plot of th@o F-models P10FU6C18 & P13FU4C16 are the only three
average grain radius, atR2 are irrelevant since the degree oPlanck mean models (among both drift and PC models) where
condensation, and therefore the dust opacity, at thisimcat We find multi-periodicity. The changes show both increasing
negligible (compare Fig. 4b with Fig. 4d). and decreasing values in all quantities. Additionally iathass
In most cases of our study the consequences of the ad@ss rate, the terminal velocity, and the dust optical defitG-
mulation of dust to shocks tends to be (on average) narrow@dels show higher values.
regions of #icient nucleation and grain growth. This in turn  We conclude that while constant-opacity models are only
leads to smaller total amounts of formed dust, a lé¢Bsient little affected by the piston period in some models (in accor-
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Fig. 4. Radial structure of the inner parts of the wind for the dsil{d line) and PC (dash-dot-dotted line) models R10FU2Jt®& panels
show:a) the gas velocity; b) the average grain radidg); c) the gas density; d) the degree of condensatidgg €) the drift velocityvp; and

f) the grairigas number density ratim/ng. The accumulation of the dust to regions behind shocks fhmddels is seen in e.g. the dgss

number density ratidf] and the degree of condensatial).(Note the larger variations in the dust quantities of th# drodel (right panels).

Table 6. Results of drift models using two fiierent P-L relations. F-Models are indicated with an “F” ie thodel name (first column), and
G-models with a “G”, cf. Sects. 3.1 & 5.1. The symbols in thstleolumn indicate whether the mass loss rates of the G-rmddsle an
increaseftlecreasedx,v) value compared to the corresponding F-models. The vahmsrsin boldface for the G-models indicate that the
value difer from the corresponding F-model value (9¥0%). The symbol printed in subscript for the F-models inl&s column indicates
how the respective model is illustrated in Figs. 2, 3 & 6. $wedaption of Table 4 for further details.

model (M) (Us) (foond (palp) (ta) o) T type
[10°M@/yr] [km/s] (%] [107%] [107%] [km/s]  [P]
(o) (o) (os) (os) (os)

CONSTANT-OPACITY DRIFT MODELS  (G-models are illustrated with the symbat’)

R10FU2C15 4 (55) 13 (27) 40 (34) 16 (54) 57 (36) 9 120 i1k
R10GU2C15 52 (4.1) 16 (1L2) 49 (20) 17 (60) 80 (28) 44 75 2p &
R10FU2C18 % (11) 22 (22) 47 (37) 22 (52) 150 (54) .a 65 il
R10GU2C18 6.8 (7.9) 24 (21) 25 (37) 22 (80) 120 (38) 71 65 24 v
R13FU2C14 18 (15) 13 (1) 66 (26) 12 (15) 160 (45) .8 220 i s
R13GU2C14 22 (21) 13 (14) 68 (20) 12 (/) 190 (53) 25 220 i A
R13FU2C16 23 (25) 20 (@) 41 (39) 15 (24) 220 (63) .8 110 il
R13GU2C16 17 (20) 20 (20) 47 (38) 17 (79) 190 (47) 42 85 i v
PLANCK MEAN DRIFT MODELS (G-models are illustrated with the symbal’)

P10FU6C16 1. (10) 85 (11) 19 (18) 79 (13) 87 (5.6) 72 110 i |a
P10GU6C16 2.7 (2.8) 14 (14) 30 (30) 17 (66) 27 (15) 6.0 69 i A
P13FU6C14 B (20) 75 (15) 24 (24) 8  (30) 17 (16) 10 130 i |w
P13GU6C14 4.9 (3.0) 9.1 (0.94) 21 (21) 6.3 (34) 21 (9.4) 47 110 i A
P13FU6C16 4 (4.0) 14 (11) 19 (21) 11 (39) 16 4) 40 130 i |a
P13GU6C16 5.6 (5.8) 17 (15) 11 (24) 15 (90) 35 (20) 49 67 24 »

dance with the results of W00 and HD97), Planck mean maiibnal patterns in the dust quantities of the drift modedsvgr-
els are sensitive to the period to a larger extent with sicgnifi most four panels for both pairs of models in Fig. Sjeli signif-
changes in all wind properties. icantly from the corresponding patterns of the PC models. Fo
the two drift models shown in this figure less dust is formed,
] S ) the grains are smaller, and the mass loss rate is decreased in
5.2. The importance of variability in the wind comparison with the values of the respective PC model.

The temporal evolution at the outer boundary is shown for
the drift and PC models R13FU4C14 (constant-opacity mod- | the lowermost panels in Fig. 5 we see periodic small-

els, left panels) and P13FU6C14 (Planck mean models, rigifplitude variations superposed on the drift velocity. Sene
panels) in Fig. 5. All corresponding panels on the left ar&l thariations do not appear in the gas velocity and last for the e
right are drawn at the same scale on the axes for easy comp@s-calculated time-interval. They are larger in the lesagk
ison. The same model parameters are used in both the Plaggkr-shock regions. In addition, compared to the constant
mean models and the constant-opacity models, with the excgpacity model, they are more pronounced in the less massive
tion of the piston amplitude which is higher in the two Plancling of the Planck mean model. The period of these varia-
mean models. The higher value is used as a partial compengss is for both models equal to the piston period. By the
tion for the lower densities in Planck mean models. The tesdtrong coupling to the radiation field the dust senses thie var
of the less #icient dust formation in the Planck mean modeitions in the luminosity caused by the radial oscillatiofis o
P13FUBC14 is clearly evident through all panels in the figurene piston. The small-amplitude variations remain in thetdu
The large variability of the drift models make a direct comvelocity as the collisional coupling between the gas and the
parison with the PC modelsfidcult in terms of which wind has dust is not strong enough to flatten them out. These varition
larger average values. Although the variations in the teaii ought to be present in all models, but since the long-term var
velocity and the mass loss rate seem to be of the same magtibns in the drift velocity are larger in several modelsythe
tude and time scale for the models R13FU4C14, thégdin are not always obvious. Corresponding modulations are visi
both the PC and drift models P13FU6C14. Note that the varlale in all Planck mean models except the multi-periodic nhode
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Fig.5. The temporal evolution at the outer boundary. The panelser.h.s. show the constant-opacity drift and PC models R48A4
(solid and dash-dot-dotted lines, respectively), and #reefs on the r.h.s. the Planck mean drift and PC models PI3EUGsolid and dash-
dot-dotted lines, respectively). With the exception of figton amplitudeA u,, which is larger in the Planck mean models, all other model
parameters are the same. The panels show (from the topErthanal velocityu.,; the mass loss ratil; the degree of condensatidigng the
dusfgas density ratipq/p; the mean grain radiugy); and the drift velocityp. Note the much larger variations present in both drift medel
compared to the PC models, also compare with Fig. 6.

Fig. 6. Temporal variations of average propertigsrfieasured by the fluctuation amplitude os/q (Sect. 5.2). From the left the figure shows:
a) the mass loss ratgv); b) the terminal velocityu..); c) the degree of condensatidfong; andd) the dust optical depttirg). All plots are
drawn to the same scale. Filled symbols represent drift tsdt®ver panels) and open symbols PC models (upper paels$tant-opacity
models are represented by circles, stars, and downwardsrgptriangles ¢, ®,®, e, x, ¥v), and Planck mean models by squares and upwards
pointing trianglest, @, m, o). Furthermore, PC models without a corresponding drift ehdar the same set of model parameters are indicated
with the symbokp or 8. Models for which the drift models have a larger average resssrate are indicated with open rings £C models),
and stars%; drift models). Triangles represent G-models (cf. Sedf). Note the distinctly smaller scattering and larger \#oies of the values

of the drift models compared to the values of the PC models.

P10FU6C18. In addition they appear in three constant-bpadcngles ¢,®,®, o, x, ¥) in Fig. 6. The basic properties of the
models: R10GU2C15, R13FU4C14 and R13FU2C16. models are studied in Sect. 4.1.2.

To quantify the variability of the model properties we have The variability of the drift models are for most cases about
calculated an (absolute) standard deviatiey) for each aver- the same or larger than the variability in the PC models in
age outflow quantity (except the drift velocity, see Sect.). Fig. 6. Two PC models show variations in the terminal veloc-
given in Tables 4-6. However, a relative fluctuation amplétu ity that are larger than those of the bulk of the drift models.
is preferred in comparisons betweefffelient models, see be-These models, RO7FU2C18)and R13FU2C144g), together
low. The relativefluctuation amplitudés simply the standard With R10FU2C15 ¢) all have a lower terminal velocity and
deviation divided by the average value#£ o/q, i.e. a “rel- show a lower variability inrq compared to the rest of the PC
ative error”). A large variability, typical of a time-depgent Models. Moreover, the latter two models, showing an in@éas
outflow, is represented by a large fluctuation amplitude. Afdass loss rate in the corresponding drift models, both have a
a small variability, typical of a “stationary” outflow, by asll degree of condensation beldwnq ~ 0.5. Model RO7FU2C18

fluctuation amplitude. In a similar argument W0O used the-stabarely forms a wind using drift (indicated by a ‘t' in Table 4)
dard deviation to quantify the stability of the wind. contrast the two corresponding drift models R10FU2C15 and

In the time sequences shown in Fig. 5 we saw a tendelﬁ§73FU2014 correlate well in the variability with the otheifd

of a larger variability in the two drift models, compared het models. o
corresponding PC models. The fluctuation amplitude is shown 10 understand exactly what model parameters result in drift
in Fig. 6 as a function of four of the average properties Hfodels with higher mass loss rates we would need a large sam-
Tables 4-6. With Fig. 6 we see that the variations generadly € of models that do not show any corresponding drift model.

slightly larger to significantly larger in the drift modelgraost It would with this sample of models be possible to separate th
drift/PC model pairs. PC models without drift model winds from the corresponding

By marking the PC models that lack a corresponding dr odels giving a higher mass loss rate in drift models. These

: i {atter models can in turn, using the arguments in the previou
model (with the symbol® & ) we find that these mOd_els_gaaragraph, be separated from the rest of the models thaagive
compared to the other models, either show smaller varigti

Amilar or lower mass loss rate in the drift models.
or lower average values. Apparently they share severakprop In this context we mention the drift model R10FU2C13

ties. For instance, all PC models in this group share a teximin , . _ .
I ! n is group IWhlch lacks a corresponding PC model wind. One attempt to

velocity < 10kms?, no other PC model does. Furthermor%%Iin winds with a lower carbgbxygen ratio g/eo = 1.25

these models tend to have a mass loss rate in the lower en drift model with the otherwi A del
the range. We point out that we do not attempt to model win a drift model with Ine OINerwise same parameters as mode
13FU2C13 failed. Similarly a second attempt witkyeo =

where we initially are certain that there is no drift modehdi 145 in a (PC & drift) model with the otherwise same param
The statistics ofthe subset of PC models without correspgndeters as model R10FU2C15 also failed. The properties of the

drift models is therefore not flicient for generalized quantita- ) ! .
model with the closest model parameters, with a higher car-

tive conclusions in this respect. boryoxygen ratio, R13FU2C14 shows that the added freedom

We first study the constant-opacity models in the following, e drift model is crucial in forming a wind with these pa-
subsection and then Planck mean models in Sect. 5.2.2.  5meters.

5.2.1. Variability of constant-opacity models 5.2.2. Variability of Planck mean models

In this subsection we discuss constant-opacity models isholu this subsection we discuss Planck mean models, shown with
with circular symbols, stars, and downwards pointing blaiek rectangular symbols and upwards pointing triangtess( m, a)
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Fig. 7. Ratios of the average mass loss ratik to the mass loss fit Fig. 8. Radial structure of the Planck mean model P10OFU6C18 (solid
Ms: given in Eq. (9) as a function of) & c) the efective tempera- line) and the constant-opacity model R10FU2C18 (dashddtied
ture Tes; andb) & d) the stellar luminosity. The upper panels show line). The shown quantities ara) the gas velocityp) the gas den-
PC model ratios and the lower panels additionally drift mMadédos sity; c) the drift velocity;d) the drag forceg) & f) the energy ratios
(for comparison). The plot symbols are the same as in Fig.h@ T(see Sect. 5.4). This figure illustrates the importance @htmating by
horizontal lines indicate the mean ratio for each type of ehednd. drift (quir) for the energy balance of the respective model. The heating
This figure (specifically the shaded region) should be coetparith by drift is negligible in most parts of the Planck mean modiaiver-
Figs. 1b,c in Wachter et al. (2002). The Planck mean modeldraswvn  most two panels). On the contrary it is comparable in mageito the
in light gray symbols in the upper panels to emphasize tha{®ds other energy source terms in the constant-opacity modein Eo we
derived for constant-opacity PC models; cf. Sect. 5.3. do not find any significantféect on the wind structures caused by this
term, cf. Sect. 5.4.

in Fig. 6. The basic properties of these models are studied in

Sect. 4.2.2. A comparison of the distribution of model valuel-_he two pairs of models with 2 & 4 knt but otherwise iden-

in the figure between Planck mean models and constant-gpagit,, parameters (see Table 4) demonstrate the influenteypf

models show that the scat_ter is larger for the former type Qfand consequently the levitation — on the mass loss rate.
models, both for PC and drift models.

All Planck PC models that d h The densities in the Planck mean models are much
. —lanck mean models that do not have a corre?porrsbver compared to the corresponding values in the constant-
ing drift model @) show a terminal velocityu,,) < 10kms™.

. opacity models. And the resulting mass loss rates are much
In addition the same four models show low mass loss rates %%?

L ; . L . er (Sect. 4.2 & HJILA9S; illustrated by squares, &) in
low variations in all quantities. The variations are paracly Fig. 7). The mass loss rate alsdfdrs when drift is allowed
low in the degree of condensation where no other but thege f?gge'cts. 4.1.2, 4.2.2; lower panels in Fig. 7), but the chasge
Pla_lngk mean mod.els show a fluctqatlon amplitude (.)'05' less obvious in the figure above. The mass loss rate fit in its
This indicates the importance of a time-dependent wincstr resent form is inapplicable to these winds as it does not ac-
ture for forming drift models. We conclude that Planck me unt for these twoféects. However, the computationaiat
PC models of a low terminal velocity and low variations in thﬁe ) ’

d ; d i h dels that least ligel eded to calculate a new relation is hardly justified sinee f
egree ot condensation are the models that are least 1i e%Jre further physically improved models possibly quickljlw
form a wind in a drift model.

invalidate such a relation.

5.3. Comparlsgn of the mass loss rates with a mass 5.4, The influence of heating by drift
loss rate fit formula

The calculation of wind models is a time consuming proce 'Iéhe importance of heating by drifti) for the wind struc-

) . : : re was studied by KGS94, who found the heating term (cf.
And it may in some cases be preferable if the calculation ; . :
i . t. 2.1) to be an important factor in the wind energy balanc
the mass loss rate can be replaced by a function with a sma

number of parameters. Wachter et al. (2002) derived a m‘lfl%she context of the stationary winds they mO(_jeIed. They re-

. . . efred to the term asgic. In the models of the first article in
loss rate fit formula based on the wind models in WOO, that A8 series Paper I, we did not include this term as its ioku
similar to our constant-ppacity PC models, and the P-Lim1_at is connect,ed to se;/eral numericaffdiulties. For comparison
of Grqenewegen & Wh|telogk (1996) (see Sect. 2.3). Tr_\e|r SWith those models it is not included in the models discussed i
pression allows the calculation of the mass loss rate usihg o

. . 72 “Sect. 3.3 in this article, but it is included in all other mtsde
four stellar parameters (the pulsation peri@ds below indi- Pl in the wind where the heating by drift ld b
rectly included in the_-term through the P-L relation), aces in the wind where the heating by dnit could be ex-

pected to be important are in the dense regions behind shocks
log Mg = —4.52— 6.81 log(Ter/2600 K) where the drag force is strong. However, the drift velocity i
+2.47log(L/10°Le) — 1.95logM/Mg) . (9) Simultaneously low at these locations, and it is therefofie-d
cult to make a simple estimate of the importance of this heat-
The units ofMg; are Mo yr~t. Our models are well within the ing term compared to the other terms in the energy equation.
range of stellar parameters covered by Eq. (9). In this subsé&he nonlinear character of the terms in the system of equstio
tion we discuss how the output of our models compares to thigscribing the wind in connection with a highly variablaustr
expression. ture, makes it diicult to predict when and where in the wind
The mass loss rate ratiVl)/ My is illustrated for the mod- Quritc i important.
els presented in this article in Fig. 7. A comparison of the With Fig. 8 we illustrate the complex influence of the
constant-opacity PC models in this figure (illustrated bgrop heating by drift. The radial plot shows the Planck mean
circular symbols ¢, @, ®) in the upper panels) with Figs. 1b,cmodel P10FU6C18 (solid line) and the constant-opacity rhode
in Wachter et al. (2002) reveals systematically lower mass | RLOFU2C18 (dash-dot-dotted line). The uppermost two pan-
rates in our models. This discrepancy is most likely caugeal bels in Fig. 8 depicting the gas velocityand the gas densigy
smaller levitation in our models. The models used by Wachtshow the locations of the shocks. The middle panels depictin
et al. have a piston velocity amplitudeu, = 5kms? com- the drift velocityvp and the drag forcéy.g are plotted with
pared to 2 kmstused in most of our constant-opacity modelghe same scale and illustrate the importance of the drag forc
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in relation to the drift velocity in theg, term. The lowermost efficient (constant-opacity models); an approach widely used
two panels show the relative strength of the heating by drift time-dependent wind models. We have also, on the other
Jarit cOmpared to the term describing the work done on the dasnd, calculated models based on Planck mean absorption co-
by the velocity field PV-u, Fig. 8e), and the energy exchangefficients, based on molecular data (Planck mean models). This
with the radiation field (4o«g(J — Sg), Fig. 8f, whereSy is the approach results in more realistic pressure-temperatneic
gas source function) respectively. In both these paneléi@ rdions in the photospheric layers, and lower densities iregan
less than one indicates that the heating by drift is smdil@nt (cf. Sect. 2.2).
the respective heating term. Note the logarithmic scaleothb  We have selected the sets of model parameters from a sam-
these panels. ple where we expected that drift could be important to the
The spatial structures in each model vary significantly withind structure. In the selection process we used stellampar
time and the presented instants do not represent all pessiter relations derived from observations and evolution eted
states of the plotted quantities. They do, however, giveran ito constrain the number of independent parameters — thereby
pression of the typical features and range of values. Figs. 8more clearly separating théfects of drift. Spatially our mod-
show that the variation of the drag force is more important s cover a region ranging from below the stellar photospher
theqgris term than the drift velocity is. The lowermost two paneut to about 25 stellar radii, enclosing the zones of dushésr
els show that the same term has a negligible influence on ttoa.
energy balance in the Planck mean model; the energy ratos ar We have compared drift models with the corresponding
only close to one in the shocked regions. The situation is giesition coupled (PC; non-drift) models, and have found tha
viously different in the denser constant-opacity model, whetlee general changes in the spatial structure and varialmilit
the heating by drift seems to be relevant for larger zonekeof tPaper |, caused by drift, are confirmed in the larger set of-mod
model. Nevertheless, regarding the average wind progaere els presented in this article. When drift is allowed dusteio
do not find any measurable “significant’fiirences betweenaccumulate to the dense regions behind shocks. The gas-dust
models calculated with and withogg«, neither in any of the collisional interaction in these regions is comparativahpng
Planck mean models nor in any of the constant-opacity modalsd the drift velocity conversely low, the regions betwesn t
presented in the tables in Sect. 4. shocks are correspondingly depleted of dust. The consegaen
We conclude that although the heating by drift seems to béthe spatial relocation of the dust are larger temporabvar
of a minor importance for the models we have studied herefitins of dust-related quantities (at fixed locations in thed).
can (possibly) not safely be neglected in general. The tgrm  Gas-related quantities are aldtegted in this process, but to a
should therefore be included in the calculations. much lower degree.
Several PC models in this and earlier studies show a
(multi-)periodic variability in for instance the mass losge
and the terminal velocity, whereas most drift models shew ir
In this paper we have studied thffexts of drift between dust regular variations. However, we have found a couple of /@@t
and gas in time-dependent wind models of cool long-periododel pairs where the drift model is (quasi) periodic, aral th
variables. The drift and its consequences for the wind strt@C model is not. In particular, we mention that three of these
ture have been discussed for several decades. Howevérgdntidrift models are Planck mean models. No periodic Planck mean
cently these discussions were almost exclusively basethon #C models have been found here.
tionary wind models. These models, and the associated struc Considering the changes between drift models and PC
tures, showing a smooth distribution of gas and dust may bdels — in the context of temporally averaged quantities —
misleading when trying to estimate thexts of drift, as stud- we have found significant, but not dramaticffeiences for
ies using time-dependent models have demonstrated within nost models. There is, for instance, a tendency towards re-
last few years. In addition, among the existing dynamicaldvi duced mass loss rates and a larger scatter in the degree-of con
models only a few actually describe the formation of thdatel densation in the drift models. In a few cases the inclusion of
wind using a self-consistent description of the gas, théaus drift increases the mass loss rate, possibly by providingemo
the radiation field. In this article we have presented modgls efficient conditions of wind formation. This behavior is found
ing such a description (i.e. the approach introduced by Bandh a few constant-opacity models where the corresponding PC
& Hofner 2003, Paper I). model shows a low terminal velocity and a mass loss rate at the
With this study we wanted to find out how the wind propettower end of the range obtained here.
ties, and the variability of the wind structure, change asr&ac  The dfects of drift are, however, more pronounced in the
sequence of including drift in the calculations. Compar@d Planck mean models. The winds formed in these models show
Paper | we now include theffects of stellar pulsations (sim-much lower gas densities, and — as a consequence of the weaker
ulated by variable inner boundary conditions; cf. Sect) 2.8oupling between the gas and the dust — show strontgste
and the heating of the gas caused by collisions with driitf drift. In correspondence with the results in Paper | weehav
ing dust grains (cf. Sect. 2.1). Concerning the interackien found several PC models where no drift model wind forms us-
tween the gas and the radiation field, we have studied maag the same model parameters. All Planck mean PC model
els based on two fierent representations of the gas opacityinds without a corresponding drift model wind share a low
adopted in the literature. On the one hand we have calculatediability, in particular in the degree of condensatiamad-
models assuming a constant value of the mass absorptiondition Planck mean drift models tend to be more sensitive to

6. Conclusions
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the period of the stellar pulsations than constant-opabify Fleischer, A. J., Gauger, A., & Sedimayr, E. 1992, A&A, 266,
(and PC) models are. Concluding we note that drift adds com-321
plexity to the wind structure, both in Planck mean models ard. 1995, A&A, 297, 543
in constant-opacity models. It is in view of the current tesu Groenewegen, M. A. T., van Loon, J. T., Whitelock, P. A,
questionable if a simple recipe exists that can reproduee th Wood, P. R., & Zijlstra, A. A. 2000, in IAU Symp. 177: The
effects of drift using only PC models. carbon star phenomenon, ed. R. Wing, Vol. 177, 385-390

We have studied how the models in this article compafoenewegen, M. A. T. & Whitelock, P. A. 1996, MNRAS,
with the mass loss rate fit formula derived by Wachter et al. 281, 1347
(2002). The comparison shows that the mass loss rates are Elgling, C., Winters, J. M., & Sedimayr, E. 2000, A&A, 358,
tematically lower than this fit predicts, partly due to theeus 651
of different parameters in the models, partly due to the fddbfner, S. 1999, A&A, 346, L9
that the fit was derived for constant-opacity non-drift miede Hofner, S. & Dorfi, E. A. 1997, A&A, 319, 648 (HD97)
Planck mean PC models give mass loss rates which are lowéfner, S., Feuchtinger, M. U., & Dorfi, E. A. 1995, A&A,
than the values of the corresponding constant-opacity tmode 297, 815
(see above). The fit values are about ten times larger than thner, S., Gautschy-Loidl, R., Aringer, B., & JgrgensgnG.
computed rates of Planck mean models, with or without drift. 2003, A&A, 399, 589
The fit formula is in its current form inapplicable to the mtsle Hofner, S., Jgrgensen, U. G., Loidl, R., & Aringer, B. 1998,
presented here. A&A, 340, 497 (HILA98)

Although the models in this article are more advanced thipen, I. 1984, ApJ, 277, 333
previous models they are not yet directly comparable with oBergensen, U. G. 1997, in IAU Symp. 178: Molecules in
servations. One essential component, in this contextjgtmtt ~ Astrophysics: Probes and processes, ed. E. van Dishoeck,
yet included is frequency dependent radiative transfer ¢sg. ~ Vol. 178, 441-456
Hofner 1999; Hofner et al. 2003). We expect that the camatit  Kriiger, D., Gauger, A., & Sedimayr, E. 1994, A&A, 290, 573
in the wind formation zone of more realistic (non-gray) misde (KGS94)
will change to somewhere in between the two cases represerteiger, D. & Sedimayr, E. 1997, A&A, 321, 557
by the two diferent gas opacities studied here, probably closelberatore, S., Lafon, J.-P. J., & Berruyer, N. 2001, A&A737
to the Planck mean models with their lower densities. 522

Also worth stressing is that we so far only study the shorfgandin, C. & Hofner, S. 2003, A&A, 398, 253 (Paper I)
term evolution in our models (i.e. covering up to a few huodreSchaaf, ' S. A. 1963, in Handbuch der Physik:
pulsation periods). A study of long-term evolution, imgortto ~ Stromungsmechanik 1l Vol. VIJ2 (Springer Verlag,
stellar evolution for instance, requires longer calcudatme- ~ Berlin), 591-624
intervals (covering thousands of pulsation periods). Werid Simis, Y. 2001, PhD thesis, Sterrewacht Leiden, the
to study these aspects closer in future papers. The last poidNetherlands
concerns the direct microscopic influence of drift on thetdugimis, Y. J. W., Icke, V., & Dominik, C. 2001, A&A, 371, 205
formation process (nucleation and growth rates). We hafarsovan Leer, B. 1977, J. Comp. Phys., 23, 276
assumed that the stellar winds will not be significantfgeted \Wachter, A., Schroder, K.-P., Winters, J. M., Arndt, T. &.,
by this efect (cf. Sect. 2.1). However, we will — for consistency Sedimayr, E. 2002, A&A, 384, 452
— in the near future include these modifications in our modeféagenhuber, J. & Groenewegen, M. A. T. 1998, A&A, 340,
and study the dust formationffacted by drift, in more detail. 183
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